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Abstract

Current research on qualitative spatial representation and reasoning mainly focuses on one single aspect of space. In real world applications, however, multiple spatial aspects are often involved simultaneously.

This paper investigates problems arising in reasoning with combined topological and directional information. We use the RCC8 algebra and the Rectangle Algebra (RA) for expressing topological and directional information respectively. We give examples to show that the bipath-consistency algorithm BIPATH-CONSISTENCY is incomplete for solving even basic RCC8 and RA constraints. If topological constraints are taken from some maximal tractable subclasses of RCC8, and directional constraints are taken from a subalgebra, termed DIR49, of RA, then we show that BIPATH-CONSISTENCY is able to separate topological constraints from directional ones. This means, given a set of hybrid topological and directional constraints from the above subclasses of RCC8 and RA, we can transfer the joint satisfaction problem in polynomial time to two independent satisfaction problems in RCC8 and RA. For general RA constraints, we give a method to compute solutions that satisfy all topological constraints and approximately satisfy each RA constraint to any prescribed precision.
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1. Introduction

Originating from Allen’s work on temporal interval relations [1], the qualitative approach to temporal as well as spatial information is popular in Artificial Intelligence and related research fields. This is mainly because precise numerical information is often unavailable or not necessary in many real world applications [4, 5].

Typically, the qualitative approach represents temporal and spatial information by introducing a (binary) relation model on the universe of temporal or spatial entities, which contains a finite set of binary relations defined on the universe. Finding a proper relation model, or a qualitative calculus, is the key to the success of the qualitative approach to temporal and spatial reasoning. This is partially justified by the great success of Allen’s Interval Algebra (IA), which is the principal formalism of qualitative temporal reasoning.

As for spatial reasoning, dozens of spatial relation models have been developed in the past twenty years. Since relations in the same model are ideally homogenous, most spatial calculi focus on one single aspect of space, e.g. topology, direction, distance, or position. When representing spatial direction, distance and position, it is convenient to approximate spatial entities by points. But this is inappropriate as far as spatial topological information is concerned: topology concerns sets of points, i.e. regions.

Topological relations are invariant under homeomorphism such as scale, rotation, and translation. It is widely acknowledged that topological relations are of crucial importance, and the slogan is “topology matters, metric refines [9].” An influential formalism for topological relations is the Region Connection Calculus (RCC) [32]. RCC represents spatial entities as arbitrary plane\(^1\) regions, which may have holes or have multiple connected components. Based on one primitive binary connectedness relation, a set of eight jointly exhaustive and pairwise disjoint (JEPD) relations can be defined in RCC. The Boolean algebra generated by this set is known as the RCC8 algebra. A similar formalism is the 9-Intersection Method (9IM) of Egenhofer [8], where the same eight relations are defined on simple plane regions (regions homeomorphic to a closed disk). This relation model, called the Egenhofer model in [25], is widely used in geographical information science.

The RCC8 algebra and the Egenhofer model only represent the topological

\(^{1}\)RCC can in fact be used to reason about regions of any dimension, providing they are all of the same dimension, but here we focus on 2D regions.
information between spatial objects. But in many practical applications and particularly in natural language expressions, topological relations are used together with other kinds of spatial relations. For example, when describing the location of Titisee, a famous tourist sight in Germany, we might say "Titisee is in the Black Forest and is east of the town of Freiburg." In order to provide a more expressive formalism for spatial information, it is necessary to combine different kinds of spatial information.

The major obstacle to the combination is how to reason with combined information efficiently. An important reasoning problem is the joint satisfaction problem (JSP). Suppose $A$ and $B$ are two relation models over the same universe. Given two networks of constraints over $A$ and $B$, respectively, decide if there exists a common solution to both networks.

In order to solve the joint satisfaction problem over $A$ and $B$, one natural way is to define a hybrid relation model $C$ which is the smallest Boolean algebra containing both $A$ and $B$ and to reason with $C$ by the usual composition-based reasoning techniques. Although the (weak) composition table of the hybrid model can be established as usual, composition-based reasoning is often incomplete for deciding if a constraint network is satisfiable. Moreover, it will be difficult to make use of the techniques already developed for the two component models.

Instead of developing a new hybrid calculus, this work deals with the joint satisfaction problem directly. We concern ourselves with the combination of topological and directional relations, since these are the two most important kinds of spatial relations.

Recall a set in the plane is bounded if it is contained in some disk. We represent extended spatial objects as bounded plane regions and adopt the RCC8 Algebra to model topological relations. To represent directional information, we need to define a direction relation model. One natural requirement for such a relation model is that it should support definitions of cardinal directions over extended objects. Unlike topological relations such as partially overlap and non-tangentially proper part, which have unambiguous semantics, researchers have no agreement on the definitions of cardinal directions such as west, east, north, and south. Several different interpretations of cardinal directions over extended objects have been given in the literature [15, 31, 40, 42].

This paper represents directional information by using an extension of the Rectangle Algebra (RA) [16], which is the two dimensional generalization of IA. For an extended object $a$, we project $a$ to the two predefined orthogonal base in the real plane (see Figure 1), note that $a$ may have holes or multiple components. We write $I_h(a)$ ($I_v(a)$, resp.) for the smallest convex interval which contains the
Figure 1: Illustrations of a bounded region $a$ and its minimum bounding rectangle $\text{MBR}(a)$

projections of $a$ on the $x$-axis ($y$-axis, resp.), and write $\text{MBR}(a) = I_x(a) \times I_y(a)$ for the minimum bounding rectangle of $a$ (see Figure 1). The extended rectangle relation between two bounded regions $b, c$ is defined by the IA relation $\lambda_x$ between $I_x(b)$ and $I_x(c)$ and the IA relation $\lambda_y$ between $I_y(b)$ and $I_y(c)$. For convenience, we write $\lambda_x \otimes \lambda_y$ for the extended rectangle relation between $b$ and $c$, and call this model of relations on bounded plane regions the Extended Rectangle Algebra (ERA).

The ERA is consistent with the projection-based approach of Sistla, Yu, and Haddad [40]. In particular, it supports definition of cardinal directions. For two extended objects $b$ and $c$, we say $b$ is west of object $c$ if $I_x(b)$ is before $I_x(c)$, i.e. the right endpoint of $I_x(b)$ is smaller than the left endpoint of $I_x(c)$. The other cardinal directions are defined in a similar way. Compared with the direction relation model used in [40], the ERA is much more expressive. Moreover, because the RA (and hence the ERA) is closely connected to the IA, large tractable subclasses of the RA can be easily generated from those of the IA (see Remark 2.3 of this paper).

We now have two relation models — RCC8 and ERA — defined on the same universe of bounded plane regions. The next step is to find efficient and complete methods for solving the joint satisfaction problem (JSP). Recall that the two independent satisfaction problems over RCC8 and ERA are NP-complete and large tractable subclasses of RCC8 and ERA have been found [35, 2]. The JSP over RCC8 and ERA is more difficult than the two independent satisfaction problems. This is because different aspects may interact with each other, and two independently satisfiable networks may be jointly unsatisfiable. For example, suppose $a, b, c, d$ are four spatial objects, and the only topological information we know
is that $a$ partially overlaps $c$, and $b$ partially overlaps $d$. Somehow, an outdated map also suggests that $a$ is west of $b$, and $c$ is east of $d$. The two topological (directional) constraints are apparently satisfiable. But when combined the four constraints are unsatisfiable.

The JSP over RCC8 and ERA has been investigated to some extent by several researchers. Sharma [38] discussed the problem where at most three variables are involved. Sistla et al. [40, 39] established a complete decision method for the small set of relations that consists of the four cardinal directions and part-whole relations inside, outside, and overlaps.\footnote{These correspond to the RCC8 relations part of (P), disconnected from (DC), and partially overlaps (PO).} Therefore, more work is needed to solve the JSP over RCC8 and ERA.

We introduce the notions of bi-closure and bipath-consistency to process hybrid spatial constraints locally. These two notions are similar to the well-known arc- and path-consistency in constraint solving (cf. [6]). Bi-closure concerns the satisfiability of constraints defined on any two variables, while bipath-consistency concerns the satisfiability of constraints defined on any three variables. Applying the bipath-consistency algorithm BIPATH-CONSISTENCY introduced in [13], we can transfer a joint network of RCC8 and ERA constraints in cubic time to another bipath-consistent (bi-closed, resp.) joint network that has the same solutions.

Ideally, we would hope BIPATH-CONSISTENCY provides a complete solving technique for the whole RCC8 Algebra and the ERA. Examples show, however, this is not true. In the absence of such a result, we turn to finding large subclasses of RCC8 and ERA. In this paper, we introduce a subalgebra —DIR49— of the ERA, which contains forty-nine basic relations and supports the definition of cardinal direction relations. DIR49 is the two dimensional counterpart of the interval algebra $IA_7$, proposed in [14], where each basic relation of $IA_7$ is the union of several 'similar' basic IA relations.

We then show that BIPATH-CONSISTENCY can be used to solve RCC8 and DIR49 constraints simultaneously. Recall that $\mathcal{H}_8$ is one of the three maximal tractable subclass of RCC8 that contains all the basic relations [34]. Let $\mathcal{N}_{top}$ be an RCC8 network over $\mathcal{H}_8$, and let $\mathcal{N}_{dir}$ be an RA network over DIR49. Suppose $(\mathcal{N}_{top}', \mathcal{N}_{dir}')$ is a bipath-consistent network that has the same solutions with $(\mathcal{N}_{top}, \mathcal{N}_{dir})$. Then we show (Theorem 6.4) $(\mathcal{N}_{top}, \mathcal{N}_{dir})$ is satisfiable if and only if both the RCC8 network $\mathcal{N}_{top}'$ and the RA network $\mathcal{N}_{dir}'$ are independently satisfiable. The JSP of an arbitrary RCC8 network and a DIR49 network can then be
determined by backtracking RCC8 constraints over \( \hat{H}_8 \). This means that reasoning with DIR49 and RCC8 is an NP problem.

The general JSP over RCC8 and ERA can also be tackled in an approximate sense. Suppose \( V = \{v_i\}_{i=1}^n \) is a set of variables, and suppose \( N_{\text{top}} = \{v_i \delta_{ij} v_j\}_{i,j=1}^n \) and \( N_{\text{dir}} = \{v_i \delta_{ij} v_j\}_{i,j=1}^n \) are two networks of constraints over RCC8 and ERA, respectively. If \( N_{\text{top}} \cup N_{\text{dir}} \) is satisfiable, then we can find a solution \( \{a_i\}_{i=1}^n \) of \( N_{\text{top}} \) that almost satisfies each constraint \( \delta_{ij} \) in \( N_{\text{dir}} \) with any prescribed precision. This means, a slight change (e.g. by translating or enlarging \( a_i \)) may make \( (a_i, a_j) \) an instance of \( \delta_{ij} \) for any \( i, j \).

The remainder of this paper proceeds as follows. Section 2 introduces basic notions and well-known examples of qualitative calculi, including IA, RCC8, RA etc. Section 3 extends the universe of Rectangle Algebra from rectangles to general bounded regions. The resulted calculus is termed the ERA. We also define the subalgebra DIR49 of the ERA. Section 4 proposes the combination problem of two qualitative calculi. The notions of bi-closure and bipath-consistency are introduced in this section. In this section we also show by examples that the bipath-consistency algorithm is not complete for determining the joint satisfaction problem over RCC8 and ERA. We then describe how to compute the bi-closure for a pair of RCC8 and ERA constraints in Section 5, and prove how BIPATH-CONSISTENCY separate \( \hat{H}_8 \) from DIR49 in Section 6. Section 7 exploits this separation theorem to cope with the general JSP over RCC8 and ERA. Section 8 discusses the related work and Section 9 concludes the paper.

Table 1 provides a glossary of notations used in this paper.

This work greatly extends an earlier paper reported at IJCAI-07 [23], where separation theorems were obtained for a quite small subalgebra of DIR49 and all maximal tractable subclasses of RCC8.

2. Qualitative Calculi

The establishment of a proper qualitative calculus is the key to the success of the qualitative approach to temporal and spatial reasoning. This section introduces basic notions and important examples of qualitative calculi (see also [27]). In this paper we restrict our attention to binary calculi (although a few qualitative calculi with ternary or higher arity relations exist, e.g. [20]).

2.1. Basic Notions

Let \( D \) be a universe of temporal or spatial or spatial-temporal entities. We use lower Greek symbols for representing relations on \( D \). For a relation \( \alpha \) on \( D \) and
<table>
<thead>
<tr>
<th>Notations</th>
<th>Meanings</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>a universe of spatial/temporal entities (§2.1, page 6)</td>
</tr>
<tr>
<td>$U$</td>
<td>the universe of bounded plane regions (§2.3, page 12)</td>
</tr>
<tr>
<td>$a, b, c, a_i$</td>
<td>spatial/temporal entities (§1, page 3)</td>
</tr>
<tr>
<td>$v_i, v_j$</td>
<td>spatial/temporal variables (§2.1, page 8)</td>
</tr>
<tr>
<td>$I_x(a), I_y(a)$</td>
<td>the $x$- and $y$- projective intervals of region $a$ (§1, page 3)</td>
</tr>
<tr>
<td>$\text{MBR}(a)$</td>
<td>the minimal bounding rectangle (MBR) of region $a$ (§1, page 4)</td>
</tr>
<tr>
<td>$\alpha, \beta, \gamma, \delta, \theta$</td>
<td>relations on a universe $D$ (§2.1, page 8)</td>
</tr>
<tr>
<td>$\text{Rel}(D)$</td>
<td>the set of binary relations on $D$ (§2.1, page 8)</td>
</tr>
<tr>
<td>$\mathcal{B}$</td>
<td>a JEPD set of relations on $D$ (§2, page 8)</td>
</tr>
<tr>
<td>$\langle\langle \mathcal{B}\rangle\rangle$</td>
<td>the qualitative calculus over $D$ generated by $\mathcal{B}$ (§2, page 8)</td>
</tr>
<tr>
<td>$\mathcal{B}_{\text{int}}$</td>
<td>the JEPD set of basic IA relations (§2, page 9)</td>
</tr>
<tr>
<td>$\mathcal{B}^3_{\text{int}}$</td>
<td>the JEPD set of basic IA$_3$ relations (§2, page 11)</td>
</tr>
<tr>
<td>$\mathcal{B}^7_{\text{int}}$</td>
<td>the JEPD set of basic IA$_7$ relations (§2, page 11)</td>
</tr>
<tr>
<td>$\mathfrak{A}, \mathfrak{B}, \text{etc.}$</td>
<td>qualitative calculi (§1, page 3; §4, page 18)</td>
</tr>
<tr>
<td>$B_a, B_b, \text{etc.}$</td>
<td>sets of basic relations in $\mathfrak{A}, \mathfrak{B}$, resp. (§4, page 18)</td>
</tr>
<tr>
<td>ERA</td>
<td>the Extended Rectangle Algebra (§1, page 4; §3.1, page 14)</td>
</tr>
<tr>
<td>$\mathfrak{B}(\alpha)$</td>
<td>the $\alpha$-induced relation in $\mathfrak{B}$ (§4, page 19)</td>
</tr>
<tr>
<td>$\alpha \mid \beta$</td>
<td>the intersection of $\alpha$ and the $\beta$-induced relation in $\mathfrak{A}$ (§4, Eq.17)</td>
</tr>
<tr>
<td>$\beta \mid \alpha$</td>
<td>the intersection of $\beta$ and the $\alpha$-induced relation in $\mathfrak{B}$ (§4, Eq.17)</td>
</tr>
<tr>
<td>ERA$(\theta)$</td>
<td>the $\theta$-induced ERA relation (§5, page 25)</td>
</tr>
<tr>
<td>RCC$(\delta)$</td>
<td>the $\delta$-induced RCC8 relation (§5, page 25)</td>
</tr>
<tr>
<td>$\mathcal{N}$</td>
<td>a network of constraints (§2.1, page 8)</td>
</tr>
<tr>
<td>$\mathcal{N}_a, \mathcal{N}_b$</td>
<td>binary constraint networks over $\mathfrak{A}$ and $\mathfrak{B}$ (§4, page 18)</td>
</tr>
<tr>
<td>$\mathcal{N}_a \cup \mathcal{N}_b$</td>
<td>the joint network of $\mathcal{N}_a$ and $\mathcal{N}_b$ (§4, page 18)</td>
</tr>
<tr>
<td>$\mathcal{N}_{\text{top}}$</td>
<td>topological (RCC8) constraint networks (§1, p.5; §4.3, p.22)</td>
</tr>
<tr>
<td>$\mathcal{N}_{\text{dir}}$</td>
<td>directional (ERA) constraint networks (§1, p.5; §4.3, p.22)</td>
</tr>
<tr>
<td>PCA</td>
<td>Path-Consistency Algorithm (§2.1, page 9)</td>
</tr>
<tr>
<td>JSP</td>
<td>joint satisfaction problem (§1, page 3; §4, page 18)</td>
</tr>
</tbody>
</table>

Table 1: Glossary of Notations
two elements $x, y$ in $D$, we write $(x, y) \in \alpha$ or $x \circ y$ to indicate that $(x, y)$ is an instance of $\alpha$. For two relations $\alpha, \beta$ on $D$, we define the complement of $\alpha$, the intersection, and the union of $\alpha$ and $\beta$ as follows.

$$-\alpha = \{(x, y) \in D \times D : (x, y) \notin \alpha\}$$

$$\alpha \cap \beta = \{(x, y) \in D \times D : (x, y) \in \alpha \text{ and } (x, y) \in \beta\}$$

$$\alpha \cup \beta = \{(x, y) \in D \times D : (x, y) \in \alpha \text{ or } (x, y) \in \beta\}.$$  

We write $\text{Rel}(D)$ for the set of binary relations on $D$. The 6-tuple $(\text{Rel}(D); -\cap, \cup, \emptyset, D \times D)$ is a Boolean algebra, where $\emptyset$ and $D \times D$ are, respectively, the empty relation and the universal relation on $D$.

A finite set $B$ of nonempty relations on $D$ is jointly exhaustive and pairwise disjoint (JEPD) if any two entities in $D$ are related by one and only one relation in $B$. We write $\langle B \rangle$ for the subalgebra of $\text{Rel}(D)$ generated by $B$, i.e. the smallest subalgebra of the Boolean algebra $\text{Rel}(D)$ which contains $B$. Clearly, relations in $B$ are atoms in the Boolean algebra $\langle B \rangle$. We call $\langle B \rangle$ a qualitative calculus on $D$, and call relations in $B$ basic relations of the calculus.

We write $id_D$ for the identity relation on $D$. For two relations $\alpha, \beta$ on $D$, we define the converse of $\alpha$ and the composition of $\alpha$ and $\beta$ as follows.

$$\alpha^\sim = \{(y, x) \in D \times D : (x, y) \in \alpha\}$$

$$\alpha \circ \beta = \{(x, y) \in D \times D : (\exists z \in D) [(x, z) \in \alpha \text{ and } (z, y) \in \beta]\}.$$  

**Remark 2.1.** Our definition of a qualitative calculus is more general than the one given by Ligozat and Renz [27], where the set $B$ is required to be closed under converse and contain the identity relation $id_D$. There are several relation models that do not satisfy these conditions. One example is the cardinal direction calculus (CDC) [15], another is the Extended Rectangle Algebra (ERA) (to be introduced in Section 3.1).

Note that the composition of two relations in $\langle B \rangle$ is not necessarily in $\langle B \rangle$. For $\alpha, \beta \in \langle B \rangle$, the weak composition $[\alpha, \beta]$ of $\alpha$ and $\beta$, written as $\alpha \circ_w \beta$, is defined to be the smallest relation in $\langle B \rangle$ which contains $\alpha \circ \beta$. We say a qualitative calculus $\langle B \rangle$ is closed under composition if the composition of any two relations in $\langle B \rangle$ is still a relation in $\langle B \rangle$. This is equivalent to saying that the weak composition operation is the same as the composition operation.

An important reasoning problem in a qualitative calculus $\langle B \rangle$ is the satisfaction problem. Let $A$ be a subset of $\langle B \rangle$. A constraint over $A$ has the form $(x \gamma y)$ with $\gamma \in A$. For a set of variables $V = \{v_i\}_{i=1}^n$, and a set of constraints $N$
involving variables in \( V \), we say \( \mathcal{N} \) is a **constraint network** if for each pair \((i, j)\) there exists a unique constraint \( (x_i, \gamma_{ij}, x_j) \) in \( \mathcal{N} \). A network \( \mathcal{N} \) is said to be over \( \mathcal{A} \) if each constraint in \( \mathcal{N} \) is over \( \mathcal{A} \). We say a constraint network \( \mathcal{N} = \{v_i, \gamma_{ij}, v_j\}_{i,j=1}^{n} \) is **satisfiable** (or consistent) if there is an instantiation \( \{a_i\}_{i=1}^{n} \) in \( D \) such that \( (a_i, a_j) \in \gamma_{ij} \) holds for all \( 1 \leq i, j \leq n \). In this case, we call \( \{a_i\}_{i=1}^{n} \) a solution of \( \mathcal{N} \). The satisfaction problem over \( \mathcal{A} \) is the decision problem of the satisfiability of constraint networks over \( \mathcal{A} \).

For two constraint networks \( \mathcal{N} = \{v_i, \gamma_{ij}, v_j\}_{i,j=1}^{n} \) and \( \mathcal{N}' = \{v_i, \gamma_{ij}', v_j\}_{i,j=1}^{n} \) over \( \langle \mathcal{B} \rangle \), we say \( \mathcal{N} \) and \( \mathcal{N}' \) are **equivalent** if they have the same set of solutions, and say \( \mathcal{N}' \) **refines** \( \mathcal{N} \) if each constraint \( \gamma_{ij}' \) is contained in \( \gamma_{ij} \). If \( \mathcal{N}' \) refines \( \mathcal{N} \) and each \( \gamma_{ij}' \) is a basic relation in \( \mathcal{B} \), then we call \( \mathcal{N}' \) a **scenario** of \( \mathcal{N} \).

The consistency of a network can be approximated by using a cubic path-consistency algorithm (PCA). A network \( \mathcal{N} = \{v_i, \gamma_{ij}, v_j\}_{i,j=1}^{n} \) is **path-consistent** if every subnetwork containing at most three variables is consistent. The essence of a PCA is to apply the following updating rule for all \( i, j, k \) until the network is stable [1, 24].

\[
\gamma_{ij} \leftarrow \gamma_{ij} \cap \gamma_{ik} \circ w \gamma_{kj}
\]

If the empty relation occurs during the process, then the network is inconsistent, otherwise the resulting network is path-consistent.

### 2.2. Interval Algebra

The Interval Algebra (IA) [1] is generated by a set \( \mathcal{B}_{int} \) of 13 basic relations between time intervals (see Table 2). We call relations in IA interval relations. Two basic interval relations in \( \mathcal{B}_{int} \) are **conceptual neighbors** [10] if they can be directly transformed into one another by continuous deformation. Different kinds of deformations may give rise to different conceptual neighborhood graphs (CNGs). Figure 2 shows the CNG induced by fixing three of the four endpoints of two events while moving the fourth.

A set of basic interval relations is called a **conceptual neighborhood** [10] if its elements are path-connected in the CNG. By Figure 2, we know \( m \) is a neighbor of \( o \), and \( s \) and \( f \) are two neighbors of \( d \). As a consequence, \( \{m, o\} \) and \( \{s, d, f\} \) are two conceptual neighborhoods.

Each neighborhood corresponds to an interval relation. The following non-
Table 2: The set of basic interval relations $\mathcal{B}_{\text{int}}$, where $x = [x^-, x^+]$, $y = [y^-, y^+]$ are two intervals.

<table>
<thead>
<tr>
<th>Relation</th>
<th>Symb.</th>
<th>Conv.</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>before</td>
<td>b</td>
<td>bi</td>
<td>$x^+ &lt; y^-$</td>
</tr>
<tr>
<td>meets</td>
<td>m</td>
<td>mi</td>
<td>$x^+ = y^-$</td>
</tr>
<tr>
<td>overlaps</td>
<td>o</td>
<td>oi</td>
<td>$x^- &lt; y^- &lt; x^+ &lt; y^+$</td>
</tr>
<tr>
<td>starts</td>
<td>s</td>
<td>si</td>
<td>$x^- = y^- &lt; x^+ &lt; y^+$</td>
</tr>
<tr>
<td>during</td>
<td>d</td>
<td>di</td>
<td>$x^- &lt; y^- &lt; y^+ &lt; x^+$</td>
</tr>
<tr>
<td>finishes</td>
<td>f</td>
<td>fi</td>
<td>$y^- &lt; x^- &lt; x^+ = y^+$</td>
</tr>
<tr>
<td>equals</td>
<td>eq</td>
<td>eq</td>
<td>$x^- = y^- &lt; x^+ = y^+$</td>
</tr>
</tbody>
</table>

Figure 2: The conceptual neighborhood graph of Interval Algebra [10], where ellipses (boxes, resp.) represent basic relations in $\mathcal{IA}_T$ ($\mathcal{IA}_S$, resp.).
basic interval relations are all induced by some neighborhoods:

\[
\begin{align*}
(mo) &= m \cup o \\
(sfd) &= s \cup f \cup d \\
(sfdeq) &= s \cup f \cup d \cup eq \\
\wedge &= m \cup o \cup s \cup f \cup d \cup eq \cup di \cup fi \cup si \cup oi \cup mi.
\end{align*}
\]

These non-basic relations, as well as their converses, are frequently used in this paper. Let

\[
\begin{align*}
B_{int}^3 &= \{b, \wedge, bi\} \\
B_{int}^7 &= \{b, (mo), (sfd), eq, (sfd)^\sim, (mo)^\sim, bi\}
\end{align*}
\]

It is clear that both \(B_{int}^3\) and \(B_{int}^7\) are JEPD sets of interval relations. Moreover, relations in \(B_{int}^3\) and \(B_{int}^7\) are all conceptual neighborhoods in the sense of Freksa [10]. Write \(|A_3|\) and \(|A_7|\) for the Boolean algebras generated by these two sets, respectively. These two algebras, first introduced by Golumbic and Shamir [14], provide two coarser versions of \(IA\). Moreover, they also proved that \(|IA_3|\) and \(|IA_7|\) are intractable, and

\[
\mathcal{H}_3 = \{b, \wedge, bi, b \cup \wedge, \wedge \cup bi, \top\}
\]

is a maximal tractable subclass of \(|IA_3|\) [14], where \(\top\) is the universal relation.

Nebel and Bürckert [30] identified a maximal tractable subclass \(\mathcal{H}\) of \(IA\), called the \(ORD-Horn\) subclass, and showed that applying PCA is sufficient for the satisfaction problem over \(\mathcal{H}\). It is straightforward to show that \(\mathcal{H}_3\) is the intersection of \(\mathcal{H}\) and \(|A_3|\). Let \(\mathcal{H}_7 \equiv \mathcal{H} \cap |A_7|\). As a subset of \(\mathcal{H}\), \(\mathcal{H}_7\) is also a tractable subclass of \(|IA_7|\).

**Remark 2.2.** While \(IA\) is closed under composition, the two subalgebras \(|A_3|\) and \(|IA_7|\) are not. Therefore, they are not coarser calculi of \(IA\) in the sense of [37]. For our purposes this is not a problem. For a subalgebra like \(|IA_3|\) or \(|IA_7|\), the most important thing is that it provides an abstraction for relations in \(IA\) at a reasonable granularity.

As for the reasoning aspect, the (weak) composition-based reasoning techniques are incomplete for these subalgebras. But other efficient and complete reasoning techniques exist. For example, Golumbic and Shamir [14] proposed a graph-theoretic approach for solving the constraint satisfaction problem of \(|IA_3|\), which determines the satisfiability of a constraint network over \(\mathcal{H}_3\) in polynomial.
time. Moreover, complete reasoning techniques for IA, e.g., the path-consistency algorithm, can be applied to solving the satisfaction problem of any subalgebra of IA. This provides a complete reasoning method for the subalgebra. But when restricted to the subalgebra, the reasoning method may be not efficient even for solving constraint problems that only involve basic relations in the subalgebra. This is because basic relations of the subalgebra may be outside the ORD-Horn subclass \( \mathcal{H} \) of IA. But for IA$_3$ and IA$_7$, we know \( \mathcal{B}^3_{\text{int}} \) and \( \mathcal{B}^7_{\text{int}} \) are contained in \( \mathcal{H} \). Therefore, the path-consistency algorithm developed for IA can be applied to solving reasoning problems over \( \mathcal{H}_3 \) and \( \mathcal{H}_7 \) efficiently.

### 2.3. RCC8 Algebra

A plane region (or a region) is a nonempty regular closed subset of the real plane. A region is bounded if it is contained in a disk. In this paper, we only consider bounded regions. Let \( U \) be the set of bounded regions. The relations defined in Table 3 and the converses of TPP and NTPP form a JEPD set of relations on \( U \). These are the RCC8 basic relations. Write \( \mathcal{B}_{\text{top}} \) for this set. The RCC8 Algebra [32] is the subalgebra of \( \text{Rel}(U) \) generated by \( \mathcal{B}_{\text{top}} \). We write \( \mathcal{P} \) and \( \mathcal{PP} \), resp., for \( \text{TPP} \cup \text{NTPP} \cup \text{EQ} \) and \( \text{TPP} \cup \text{NTPP} \).

<table>
<thead>
<tr>
<th>Relation</th>
<th>Symb.</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>equals</td>
<td>EQ</td>
<td>( a = b )</td>
</tr>
<tr>
<td>disconnected</td>
<td>DC</td>
<td>( a \cap b = \emptyset )</td>
</tr>
<tr>
<td>externally connected</td>
<td>EC</td>
<td>( a \cap b \neq \emptyset \land a^o \cap b^o = \emptyset )</td>
</tr>
<tr>
<td>partially overlap</td>
<td>PO</td>
<td>( a^o \cap b^o \neq \emptyset \land a \nsubseteq b \land a \nsubseteq b^o )</td>
</tr>
<tr>
<td>tangential proper part</td>
<td>TPP</td>
<td>( a \subset b \land a \nsubseteq b^o )</td>
</tr>
<tr>
<td>non-tangential proper part</td>
<td>NTPP</td>
<td>( a \subset b^o )</td>
</tr>
</tbody>
</table>

The satisfaction problem over the whole RCC8 Algebra is NP-complete, but three maximal tractable subclasses of RCC8 have been found [34]. These subclasses, denoted by \( \mathcal{H}_8, \mathcal{C}_8, \mathcal{Q}_8 \), are the only maximal tractable subclasses which contain all basic relations. For these subclasses, applying PCA is sufficient for deciding the satisfiability of a network. Moreover, for a path-consistent network over one of the three maximal tractable subclasses, we can find a satisfiable scenario in \( O(n^2) \) time [34].
2.4. Rectangle Algebra

The Rectangle Algebra (RA) \cite{16, 2} is a qualitative calculus defined on the set of all rectangles in the plane, where we assume that the two sides of a rectangle are parallel to the axes of some predefined orthogonal base in the Euclidean plane.

For a rectangle \( r \), write \( I_x(r) \) and \( I_y(r) \) as, resp., the \( x \)- and \( y \)-projection of \( r \). The basic rectangle relation between two rectangles \( r_1, r_2 \) is defined by the basic IA relation between \( I_x(r_1) \) and \( I_x(r_2) \) and that between \( I_y(r_1) \) and \( I_y(r_2) \). More precisely, if \( (I_x(r_1), I_x(r_2)) \in \alpha \) and \( (I_y(r_1), I_y(r_2)) \in \beta \), then we write \( \alpha \otimes \beta \) for the basic rectangle relation between \( r_1 \) and \( r_2 \). In other words, for any basic IA relations \( \alpha, \beta \),

\[
(r_1, r_2) \in \alpha \otimes \beta \iff (I_x(r_1), I_x(r_2)) \in \alpha \land (I_y(r_1), I_y(r_2)) \in \beta.
\]  

Write \( \mathcal{B}_{\text{rec}} \) for the set of these rectangle relations, i.e.

\[
\mathcal{B}_{\text{rec}} = \{ \alpha \otimes \beta : \alpha, \beta \in \mathcal{B}_{\text{int}} \}
\]  

RA is then the qualitative calculus generated by \( \mathcal{B}_{\text{rec}} \) on the set of rectangles.

Remark 2.3. If \( \mathcal{S} \) is a tractable subclass of IA, then \( \mathcal{S} \otimes \mathcal{S} = \{ \alpha \otimes \beta : \alpha, \beta \in \mathcal{S} \} \) is also tractable in RA. This is because, a basic RA network \( \mathcal{N} = \{ v_i \alpha_{ij} \otimes \beta_{ij} v_j \}_{i,j=1}^{n} \) (\( \alpha_{ij}, \beta_{ij} \in \mathcal{B}_{\text{int}} \)) is satisfiable iff both of its component IA networks \( \mathcal{N}_x = \{ v_i \alpha_{ij} v_j \}_{i,j=1}^{n} \) and \( \mathcal{N}_y = \{ v_i \beta_{ij} v_j \}_{i,j=1}^{n} \) are satisfiable. A tractable subclass of RA larger than \( \mathcal{H} \otimes \mathcal{H} \) is obtained in \cite{2}, where \( \mathcal{H} \) is the ORD-Horn subclass of IA.

In the next section, we will introduce several qualitative direction calculi.

3. Cardinal Direction Calculus

RA can be adapted for representing directional information. To this end, we first extend the universe of RA from the set of rectangles to the set of bounded regions, and then formalize the four cardinal directions, and then introduce two coarser direction calculi. We end this section with motivating examples to illustrate why the ERA is a good formalism for directional information, and explain why the combination of the ERA and RCC8 is necessary.
3.1. The Extended Rectangle Algebra ERA

We begin with the notion of a minimum bounding rectangle (MBR). For a bounded region \(a\), define (see Figure 1)

\[
\begin{align*}
\sup_x(a) & = \sup \{ x \in \mathbb{R} : (\exists y)(x, y) \in a \}, \\
\inf_x(a) & = \inf \{ x \in \mathbb{R} : (\exists y)(x, y) \in a \}, \\
\sup_y(a) & = \sup \{ y \in \mathbb{R} : (\exists x)(x, y) \in a \}, \\
\inf_y(a) & = \inf \{ y \in \mathbb{R} : (\exists x)(x, y) \in a \}.
\end{align*}
\]

Write \(I_x(a) = [\inf_x(a), \sup_x(a)]\) and \(I_y(a) = [\inf_y(a), \sup_y(a)]\) for the \(x\)- and \(y\)-projection of \(a\). We call \(I_x(a) \times I_y(a)\) the minimum bounding rectangle (MBR) of \(a\), denoted by \(\text{MBR}(a)\).

For two bounded regions \(a, b\), we define the extended rectangle relation between \(a, b\) as the rectangle relation between \(\text{MBR}(a)\) and \(\text{MBR}(b)\). To avoid introducing new notation, we use the same relation symbol, i.e. for a rectangle relation \(\alpha\),

\[
a \alpha b \iff \text{MBR}(a) \alpha \text{MBR}(b).
\]

In this way, we extend the universe of RA from the set of rectangles to \(U\), the set of bounded regions. We call this calculus the Extended Rectangle Algebra, written ERA.

Clearly, a network \(\mathcal{N} = \{v_i, \delta_i, \nu_i\}_{i,j=1}^n\) of constraints over the ERA could also be interpreted as a constraint network over RA. This will cause no trouble since \(\{a_i\}_{i=1}^n\) is a solution to the ERA network \(\mathcal{N}\) iff \(\{\text{MBR}(a_i)\}_{i=1}^n\) is a solution to the RA network \(\mathcal{N}\). Moreover, if \(\{r_i\}_{i=1}^n\) is a solution to the RA network \(\mathcal{N}\), then it is also a solution to the ERA network \(\mathcal{N}\). In this case, we also call \(\{r_i\}_{i=1}^n\) a rectangle solution of \(\mathcal{N}\).

**Lemma 3.1.** A network \(\mathcal{N}\) of ERA constraints is satisfiable if and only if \(\mathcal{N}\) is satisfiable as an RA constraint network. In other words, \(\mathcal{N}\) has a solution in \(U\) if and only if it has a rectangle solution.

The ERA provides a natural representation for directional information among extended regions. In particular, the four cardinal directions can be represented as (non-basic) relations in the ERA. To show this, we first formalize the four cardinal directions.
Definition 3.1. For two bounded regions $a, b$, if $\sup_x(a) < \inf_x(b)$, then we say $a$ is west of $b$ and $b$ is east of $a$, written as $a \text{W} b$ and $b \text{E} a$; and if $\sup_y(a) < \inf_y(b)$ then we say $a$ is south of $b$ and $b$ is north of $a$, written as $a \text{S} b$ and $b \text{N} a$.

Then, take $W$ as an example (see Figure 3). It is clear that $W$ is the union of all rectangle relations $b \otimes \alpha$ with $\alpha \in B_{int}$, and therefore a relation in the ERA. Other well-known directional relations such as northwest can be defined as the intersection of cardinal directions north and west. Note that this definition of cardinal directions such as west is not the only one. For example, The Netherlands is widely accepted as being west of Germany despite that some parts of The Netherlands are east of certain parts of Germany [29]. In general, directional relationships are vague concepts since they depend on human interpretation and are influenced by the angle of view and orientation of objects [31, 12].

3.2. Two Simpler Direction Calculi: DIR9 and DIR49

Although the ERA provides a very expressive formalism for directional relations, as we show below in Example 4.1, the local BIPATH-CONSISTENCY algorithm [13] is not complete for the combination of RCC8 and ERA. Therefore, in this subsection, we introduce two coarser calculi of the ERA for which completeness results can be obtained.

Recall that $\otimes$ stands for the union of all basic interval relations other than $b$ and $bi$. It is easy to see that the relations in

$$B^9_{rec} = \{ b \otimes b, b \otimes b, b \otimes b, b \otimes b, b \otimes b, b \otimes b, b \otimes b, b \otimes b \}$$

(12)

are atoms of the Boolean algebra generated by N,S,W,E. We write DIR9 for this subalgebra of the ERA. Although it is very simple, DIR9 is sufficient for expressing directional information in many situations. Moreover, all direction relations which appeared in [39] can be expressed in DIR9.
DIR9 is the two-dimensional counterpart of $IA_3$ — the subalgebra of $IA$ generated by $B_{int}^3 = \{b, \oplus, bi\}$. A more expressive cardinal direction calculus can be obtained by using $IA_8$ — the subalgebra of $IA$ generated by $B_{int}^7 = \{b, (mo), (sfd), eq, (sfd)^-, (mo)^-, bi\}$. We define

$$B_{rec}^{19} = \{\alpha \otimes \beta : \alpha, \beta \in B_{int}^7\}.$$  \hspace{1cm} (13)

Clearly, $B_{rec}^{19}$ is a set of JEPD rectangle relations. We write DIR49 for the Boolean algebra generated by $B_{rec}^{19}$. As a qualitative calculus, DIR49 is coarser than the ERA but finer than DIR9.

**Remark 3.1.** One natural requirement for a direction calculus is that it should support definitions of the above four cardinal directions. Although these calculi are less expressive than the full ERA, DIR9 and DIR49 do support definitions of the four cardinal directions (Definition 3.1). Moreover, in Section 7.2, we describe a technique for approximating the full ERA if such expressivity is required.

It is worth stressing that these directional calculi — DIR9, DIR49, ERA — are all defined over $U$, the set of bounded regions, where a bounded region may have multiple pieces and holes. The next subsection gives several examples for illustrating the usefulness of the combined framework of RCC8 and ERA.

### 3.3. Motivating Examples

Return to the example of The Netherlands and Germany. Though it is natural to say The Netherlands is west of Germany, this is strictly inaccurate and less expressive since not all parts of The Netherlands are west of Germany. Using the language of the ERA, the directional relation between The Netherlands and Germany can be expressed as $o \otimes d$, which is more accurate than simply saying that The Netherlands is west of Germany. Note that although $o \otimes d$ is not a relation of DIR9 or DIR49, it does have a good approximation in DIR49: $(mo) \otimes (sfd)$.

The ERA relation between The Netherlands and Germany, however, does not reveal that the two countries share a boundary. Given that two regions are related by $o \otimes d$, the topological relation between them could be DC (disconnected), EC (externally connected), or PO (partially overlap). Section 5 gives a detailed investigation of the interaction between directional ERA relations and topological RCC8 relations. Supplementing the ERA relation with a topological RCC8 relation gives increased expressiveness, allowing the relation between The Netherlands and Germany to be made more precise. This combined set of relations is exactly the 2D Projective Interval Relations (2D-PIR) of Nabil et al. [29].
As for the reasoning aspect, the combined framework of RCC8 and ERA is more desirable than reasoning with a single calculus. The dependency between directional and topological relations is important for inferring new spatial information. For example, suppose we know England is west of Germany, and Germany is externally connected to The Netherlands, and The Netherlands is west of Austria. What is the relation between England and Austria? No new information can be derived by considering only topological information or only directional information. But, if we combine the two types of relations, we infer that England is west of and disconnected from Austria.

This inference problem can be reformulated as a hybrid constraint solving problem. For simplicity, we write E, G, N, A for the above mentioned four countries. The directional and topological information among E, G, N, A can be represented as \( \delta(E, G) = b \otimes \beta_1 \) (E is west of G), \( \theta(G, N) = EC \) (G is externally connected to N), \( \delta(N, A) = b \otimes \beta_3 \) (N is west of A), where \( \beta_1, \beta_3 \) are basic ERA relations. We need to infer from above facts the possible ERA and RCC8 relations between E and A. Take the possible ERA relation \( \delta(E, A) \) as an example. This is equivalent to determining when the following set of hybrid RCC8 and ERA constraints are consistent:

\[
\Gamma = \{ \delta(E, G) = b \otimes \beta_1, \theta(G, N) = EC, \delta(N, A) = b \otimes \beta_3, \delta(E, A) = \alpha_4 \otimes \beta_4 \}
\]

To solve a constraint satisfaction problem like \( \Gamma \), an effective method is to first refine the network to a complete network and then check the consistency of the complete refinement. This means, we (nondeterministically) replace all non-basic or unspecified (RCC8 or ERA) constraints with basic constraints, and then determine if the complete network is consistent. If the answer is yes for some complete refinement, then the original network is consistent; otherwise, the original network is inconsistent. We study the combination of RCC8 and ERA in Section 6. As for the above hybrid network \( \Gamma \), we have that \( \Gamma \) is consistent only if \( \alpha_4 \) is b. This means, by constraint solving we infer that E is west of, hence disconnected from A. A similar line of reasoning would allow the conclusion that England is north of Sicily if the original premises were that England is northwest of Austria, the Alps and Austria partially overlap, and the Alps are north of Sicily.

We conclude this motivation section by noting that instead of interpreting the ERA, DIR9 and DIR49 as cardinal directions, they could of course be interpreted as specifying left/right and front/back directions. E.g. within a room, given that the desk is left of the table, the computer is on (EC) the table, the computer is to the left of the door, then we could infer that the computer is left of (and DC from) the door.
4. Combination of Two Qualitative Calculi: The General Case

In this section we consider reasoning problems concerning the combination of two different calculi. The major obstacle is that different kinds of relations may interact with each other. For example, the fact that \( a \) is a part of \( b \) and the fact that \( a \) is larger than \( b \) cannot both be true at the same time.

Suppose \( \mathfrak{A}, \mathfrak{B} \) are two qualitative calculi defined on the same universe \( D \), and suppose \( B_a \) and \( B_b \) are the sets of basic relations in \( \mathfrak{A} \) and \( \mathfrak{B} \), respectively. These two calculi describe different kinds of qualitative information of entities in \( D \).

Instead of developing a new hybrid calculus, we deal with the reasoning problem directly. Let \( \mathcal{N}_a \) and \( \mathcal{N}_b \) be two networks of constraints over \( \mathfrak{A} \) and \( \mathfrak{B} \) which involve the same set of variables. One fundamental reasoning problem for combining \( \mathfrak{A} \) and \( \mathfrak{B} \) is deciding whether \( \mathcal{N}_a \cup \mathcal{N}_b \) is satisfiable. We call this decision problem the joint satisfaction problem (JSP) over \( \mathfrak{A} \) and \( \mathfrak{B} \). Figure 4 illustrates a joint satisfaction problem over RCC8 and ERA over variables \( v_1, v_2, v_3 \).

Remark 4.1. Recently, Wölfl and Westphal [43] also investigated the combination of binary qualitative constraint calculi in general, where they empirically compared the (tight combination) approach that develops a new hybrid calculus with the (loose combination) approach of Gereveni and Renz [13]. Note the latter approach is also known as the joint satisfaction problem in this paper. Our research in this paper is mainly concerned with the loose combination of topological and directional constraints, while the early work of Li [21] provided an example of a tight combination.

We next introduce two local constraint propagation techniques in order to provide partial solution to the joint satisfaction problem. To stress that \( \mathcal{N}_a \) and \( \mathcal{N}_b \) are defined on the same set of variables, in what follows we write \( \mathcal{N}_a \oplus \mathcal{N}_b \), instead of \( \mathcal{N}_a \cup \mathcal{N}_b \), for the union of \( \mathcal{N}_a \) and \( \mathcal{N}_b \).
4.1. Bi-Closure of Joint Networks

We start with the simplest case where only two variables are involved in $\mathcal{N}_a$ and $\mathcal{N}_b$.

**Definition 4.1.** For a relation $\alpha$ in $\mathcal{A}$ and a relation $\beta$ in $\mathcal{B}$, we say $\alpha$ and $\beta$ are **consistent** if the joint network $\{x\alpha y\} \uplus \{x\beta y\}$ has a solution in $D$, i.e. there exist $a, b \in D$ s.t. $a\alpha b$ and $a\beta b$.

**Remark 4.2.** In this paper we do not distinguish between a relation and its model or interpretation in a universe. This is because in most cases we only consider calculi defined on the same universe. Two relations from different calculi interact if they have common instances. The interaction between a basic relation in $\mathcal{A}$ and a basic relation in $\mathcal{B}$ is measured in a yes/no fashion. The interaction between a (non-basic) relation in $\mathcal{A}$ and a (non-basic) relation in $\mathcal{B}$ will be measured by the notion of bi-closure (see Definition 4.2).

The next lemma follows directly.

**Lemma 4.1.** For $\alpha$ in $\mathcal{A}$ and $\beta$ in $\mathcal{B}$, $\alpha$ and $\beta$ are consistent iff $\alpha \cap \beta \neq \emptyset$.

**Proof.** Note that $\alpha$ and $\beta$ are relations defined on the same universe $D$. By definition, $\alpha$ and $\beta$ are consistent iff there exist $a, b \in D$ such that $a\alpha b$ and $a\beta b$ hold. This is possible iff the intersection of $\alpha$ and $\beta$ is nonempty. $\square$

The universal relation $\top$ is consistent with any nonempty relation $\alpha$ in $\mathcal{A}$. We next show there exists a smallest relation $\beta$ in $\mathcal{B}$ such that $\alpha$ is consistent with $\beta$ but inconsistent with $-\beta$, the (relation) complement of $\beta$.

**Lemma 4.2.** Let $\alpha$ be a nonempty relation in $\mathcal{A}$. Then there exists a smallest relation $\beta$ in $\mathcal{B}$ which contains $\alpha$.

**Proof.** We first note $\alpha$ is contained in the universal relation $\top$, which is a relation in $\mathcal{B}$. Let $\beta$ be the intersection of all relations $\gamma$ in $\mathcal{B}$ such that $\alpha \subseteq \gamma$. As a subalgebra of $\text{Rel}(D)$, $\mathcal{B}$ is closed under finite intersection. Since $\mathcal{B}$ has a finite number of relations, we know $\beta$ is also a relation in $\mathcal{B}$. It is clear that $\beta$ is the smallest relation in $\mathcal{B}$ which contains $\alpha$. $\square$

We call this relation $\beta$ the **$\alpha$-induced relation** in $\mathcal{B}$, written as $\mathcal{B}(\alpha)$. Note that for any nonempty relations $\gamma, \delta$ on $D$ we have $\gamma \subseteq \delta$ iff $\gamma \cap \delta \neq \emptyset$ and $\gamma \cap -\delta = \emptyset$. It is clear that the $\alpha$-induced relation is the smallest relation $\beta$ in $\mathcal{B}$ such that $\alpha \cap \beta \neq \emptyset$ but $\alpha \cap -\beta = \emptyset$. By Lemma 4.1, this is equivalent to saying
that the \( \alpha \)-induced relation is the smallest relation in \( \mathcal{B} \) which is consistent with \( \alpha \) but its complement is not.

The following lemma provides a method for computing \( \mathcal{B}(\alpha) \), where \( \mathcal{B}_b \) is the set of basic relations (or atoms) in \( \mathcal{B} \).

**Lemma 4.3.** For a relation \( \alpha \) in \( \mathcal{A} \), its induced relation in \( \mathcal{B} \) is the union of all basic relations in \( \mathcal{B} \) that are consistent with \( \alpha \), i.e.

\[
\mathcal{B}(\alpha) = \bigcup \{ \beta \in \mathcal{B}_b : \alpha \cap \beta \neq \emptyset \}. \tag{14}
\]

Moreover, since \( \mathcal{B}_a \) is the set of basic relations (or atoms) in \( \mathcal{A} \), we have

**Lemma 4.4.** The \( \alpha \)-induced relation \( \mathcal{B}(\alpha) \) is the union of all \( \mathcal{B}(\alpha') \) with \( \alpha' \subseteq \alpha \) and \( \alpha' \in \mathcal{B}_a \), i.e.

\[
\mathcal{B}(\alpha) = \bigcup \{ \mathcal{B}(\alpha') : (\alpha' \in \mathcal{B}_a) \& (\alpha' \subseteq \alpha) \} \tag{15}
\]

\[
= \bigcup \{ \beta \in \mathcal{B}_b : (\exists \alpha' \in \mathcal{B}_a)[(\alpha' \subseteq \alpha) \& (\alpha' \cap \beta \neq \emptyset)] \} \tag{16}
\]

Given a joint network \( \{x\alpha y\} \cup \{x\beta y\} \), no information will be lost if we subtract from \( \alpha \) (\( \beta \), resp.) those basic relations that are not consistent with \( \alpha \) (\( \beta \), resp.). Recall we say two (joint) networks are equivalent if they have the same set of solutions.

**Proposition 4.1.** For a relation \( \alpha \in \mathcal{A} \), and a relation \( \beta \in \mathcal{B} \), \( \{x\alpha y\} \cup \{x\beta y\} \) is equivalent to \( \{x\alpha[\beta]y\} \cup \{x\beta[\alpha]y\} \), i.e. \( \alpha[\beta] \cap \beta[\alpha] = \alpha \cap \beta \), where

\[
\alpha[\beta] \equiv \alpha \cap \mathcal{A}(\beta), \quad \beta[\alpha] \equiv \beta \cap \mathcal{B}(\alpha). \tag{17}
\]

**Proof.** To show \( \alpha[\beta] \cap \beta[\alpha] = \alpha \cap \beta \), we need only show \( \alpha \cap \beta \subseteq \mathcal{A}(\beta) \cap \mathcal{B}(\alpha) \).

Take \( (u, v) \in \alpha \cap \beta \). Suppose \( \alpha^* \) and \( \beta^* \) are the atomic relations in \( \mathcal{A} \) and, respectively, \( \mathcal{B} \) that contain \( (u, v) \). Since \( (u, v) \in \beta^* \cap \alpha \neq \emptyset \), by the definition of \( \mathcal{B}(\alpha) \), we know \( \beta^* \subseteq \mathcal{B}(\alpha) \). Hence \( (u, v) \in \mathcal{B}(\alpha) \). Similarly, we know \( (u, v) \in \mathcal{A}(\beta) \). Therefore, \( (u, v) \) is an instance of \( \mathcal{A}(\beta) \cap \mathcal{B}(\alpha) \). Because \( (u, v) \) is an arbitrary instance of \( \alpha \cap \beta \), we know \( \alpha \cap \beta \subseteq \mathcal{A}(\beta) \cap \mathcal{B}(\alpha) \) holds. \( \square \)

In case that \( \{x\alpha' y\} \cup \{x\beta' y\} \) is equivalent to \( \{x\alpha y\} \cup \{x\beta y\} \), we also say \( \langle \alpha', \beta' \rangle \) is equivalent to \( \langle \alpha, \beta \rangle \). Take \( \alpha = EC \cup PO \) in RCC8 and \( \beta = (m \otimes m) \cup (m \otimes b) \) in the ERA as an example. The \( \beta \)-induced RCC8 relation is \( DC \cup EC \) and, hence, \( \alpha[\beta] = EC \). Similarly, we have \( \beta[\alpha] = m \otimes m \).

The following lemma shows that \( \langle \alpha[\beta], \beta[\alpha] \rangle \) is the smallest pair of constraints which is equivalent to \( \langle \alpha, \beta \rangle \).
Lemma 4.5. For $\alpha, \alpha' \in \mathfrak{A}$ and $\beta, \beta' \in \mathfrak{B}$, if $\langle \alpha', \beta' \rangle$ is equivalent to $\langle \alpha, \beta \rangle$, i.e., $\alpha' \cap \beta' = \alpha \cap \beta$, then $\alpha[\beta] \subseteq \alpha'$ and $\beta[\alpha] \subseteq \beta'$.

Proof. Take $(u, v) \in \alpha[\beta] = \alpha \cap \mathfrak{A}(\beta)$. By the definition of $\mathfrak{A}(\beta)$, there exists an $\mathfrak{A}$ atom $\alpha^*$ such that $(u, v) \in \alpha^*$ and $\alpha^* \cap \beta \neq \emptyset$. There must exist a $\mathfrak{B}$ atom $\beta^*$ such that $\beta^* \subseteq \beta$ and $\alpha^* \cap \beta^* \neq \emptyset$. By $(u, v) \in \alpha$, we know $\alpha^*$ is contained in $\alpha$. So we have $\alpha^* \cap \beta^* \subseteq \alpha \cap \beta$. Because $\langle \alpha, \beta \rangle$ is equivalent to $\langle \alpha', \beta' \rangle$, we have $\alpha^* \cap \beta^* \subseteq \alpha' \cap \beta'$. Note that $\alpha^* \cap \alpha' \neq \emptyset$. We know $\alpha^*$, as an $\mathfrak{A}$ atom, is also contained in $\alpha'$. This shows $(u, v)$ is also an instance of $\alpha'$. Therefore, we have $\alpha[\beta] \subseteq \alpha'$. Similarly, we can show $\beta[\alpha] \subseteq \beta'$.

We say a pair of constraints $\langle \alpha, \beta \rangle$ is bi-closed if $\alpha = \alpha[\beta]$ and $\beta = \beta[\alpha]$. It is straightforward to see that $\langle \alpha[\beta], \beta[\alpha] \rangle$ is bi-closed. By Lemma 4.5, it is clear that $\langle \alpha[\beta], \beta[\alpha] \rangle$ is the only bi-closed pair which is equivalent to $\langle \alpha, \beta \rangle$. We call $\langle \alpha[\beta], \beta[\alpha] \rangle$ the bi-closure of $\langle \alpha, \beta \rangle$.

The notion of bi-closure can easily be generalized to arbitrary constraint networks.

Definition 4.2 (bi-closure). For two networks $\mathcal{N}_a = \{v_i \alpha_{ij} v_j\}_{i,j=1}^n$ and $\mathcal{N}_b = \{v_i \beta_{ij} v_j\}_{i,j=1}^n$ over the same $n$ variables, define $\overline{\mathcal{N}}_a = \{v_i \alpha_{ij} \beta_{ij} v_j\}_{i,j=1}^n$ and $\overline{\mathcal{N}}_b = \{v_i \beta_{ij} \alpha_{ij} v_j\}_{i,j=1}^n$. We call $\overline{\mathcal{N}}_a \uplus \overline{\mathcal{N}}_b$ the bi-closure of $\mathcal{N}_a \uplus \mathcal{N}_b$, and say $\mathcal{N}_a \uplus \mathcal{N}_b$ is bi-closed if $\overline{\mathcal{N}}_a = \mathcal{N}_a$ and $\overline{\mathcal{N}}_b = \mathcal{N}_b$, i.e., if $\alpha_{ij} = \alpha_{ij}[\beta_{ij}]$ and $\beta_{ij} = \beta_{ij}[\alpha_{ij}]$ for each pair $(i, j)$.

The following lemma shows that $\mathcal{N}_a \uplus \mathcal{N}_b$ and its bi-closure are equivalent, i.e., they have the same set of solutions.

Lemma 4.6. Let $\mathcal{N}_a, \mathcal{N}_b$ and $\overline{\mathcal{N}}_a, \overline{\mathcal{N}}_b$ be as in Definition 4.2. Then $\overline{\mathcal{N}}_a \uplus \overline{\mathcal{N}}_b$ and $\overline{\mathcal{N}}_a \uplus \mathcal{N}_b$ are equivalent.

Proof. Since $\alpha_{ij}[\beta_{ij}] \subseteq \alpha_{ij}$ and $\beta_{ij}[\alpha_{ij}] \subseteq \beta_{ij}$, we know each solution to the bi-closure is also a solution to $\mathcal{N}_a \uplus \mathcal{N}_b$. On the other hand, suppose $\{a_i\}_{i=1}^n$ is a solution to $\mathcal{N}_a \uplus \mathcal{N}_b$. By Proposition 4.1, $\{v_i \alpha_{ij} \beta_{ij} v_j\} \uplus \{v_i \beta_{ij} \alpha_{ij} v_j\}$ is equivalent to $\{v_i \alpha_{ij} v_j\} \uplus \{v_i \beta_{ij} v_j\}$. Therefore $\langle a_i, a_j \rangle$ is also an instance of both $\alpha_{ij}[\beta_{ij}]$ and $\beta_{ij}[\alpha_{ij}]$. This shows that $\{a_i\}_{i=1}^n$ is a solution to $\overline{\mathcal{N}}_a \uplus \overline{\mathcal{N}}_b$.

It is clear that the bi-closure of a joint network can be computed in $O(n^2)$ time. In what follows, we also call $\overline{\mathcal{N}}_a$ the bi-closure of $\mathcal{N}_a$ w.r.t. $\mathcal{N}_b$, and call $\overline{\mathcal{N}}_b$ the bi-closure of $\mathcal{N}_b$ w.r.t. $\mathcal{N}_a$.
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4.2. Bipath-Consistency

Gerevini and Renz [13] proposed a cubic local constraint propagation algorithm, termed Bipath-Consistency, which is a modification of Allen’s path-consistency algorithm (PCA) [1]. Bipath-Consistency operates on a graph of constraints, where each edge is labeled by a pair of relations. In our notation, the key updating rules used in Bipath-Consistency are

\[
\alpha_{ij} \leftarrow \alpha_{ij} \cap \alpha_{ik} \cap \beta_{ik} \circ_w \alpha_{kj} \cap \beta_{kj} \quad (18)
\]

\[
\beta_{ij} \leftarrow \beta_{ij} \cap \alpha_{ij} \cap \alpha_{ik} \circ_w \beta_{kj} \cap \alpha_{kj} \quad (19)
\]

The next lemma characterizes the output of Bipath-Consistency.

**Lemma 4.7.** For an input joint network \( N_a \cup N_b \), suppose Bipath-Consistency returns succeed and \( N'_a \cup N'_b \) is its output. Then \( N'_a \cup N'_b \) is bi-closed and \( N'_a \) and \( N'_b \) are path-consistent. On the other hand, if the input \( N_a \cup N_b \) is bi-closed and \( N_a \) and \( N_b \) are path-consistent, then Bipath-Consistency returns succeed and the output joint network is \( N_a \cup N_b \) itself.

This justifies the rationality of the following definition.

**Definition 4.3.** A joint network \( N_a \cup N_b \) is called bipath-consistent if it is bi-closed and both \( N_a \) and \( N_b \) are path-consistent.

We note that any satisfiable joint network can be transferred to an equivalent bipath-consistent joint network in cubic time using Bipath-Consistency. The next subsection shows that there exists a bipath-consistent joint network of basic RCC8 and ERA constraints that is inconsistent.

4.3. Bipath-Consistency Is Incomplete for RCC8 and ERA

Suppose \( N_{top} = \{ v_i, \theta_{ij}, v_j \}_{i,j=1}^n \) and \( N_{dir} = \{ v_i, \delta_{ij}, v_j \}_{i,j=1}^n \) are, resp., a topological (RCC8) and a directional (ERA) constraint network over \( V = \{ v_i \}_{i=1}^n \). Without loss of generality, in the remainder of this paper we assume

(i) \( \theta_{ii} = EQ \) for all \( i \), and \( \theta_{ij} \neq EQ \) and \( \theta_{ij} = \theta_{ji}^\ast \) for all \( i \neq j \); and

(ii) \( \delta_{ii} = eq \otimes eq \) and \( \delta_{ij} = \delta_{ji}^\ast \) for all \( i, j \).

The following examples show that a bipath-consistent joint network may be unsatisfiable.
Figure 5: RCC8 network $N_{\text{top}}^3$ and ERA network $N_{\text{dir}}^3$, where \{\(a_1, a_2, a_3\)\} is a solution to $N_{\text{top}}^3$, and \{\(b_1, b_2, b_3\)\} is a solution to $N_{\text{dir}}^3$, where \(b_2\) contains two connected components.

**Example 4.1.** Take $V = \{v_1, v_2, v_3\}$, $N_{\text{top}}^t = \{v_i \theta_{ij} v_j\}_{i,j=1}^3$ and $N_{\text{dir}}^t = \{v_i \delta_{ij} v_j\}_{i,j=1}^3$ are, respectively, the following two networks (see Figure 5):

- $\theta_{12} = \theta_{13} = \text{EC}, \theta_{23} = \text{DC}$;
- $\delta_{12} = \delta_{13} = m \otimes m, \delta_{23} = \text{eq} \otimes \text{eq}$.

Since \{\(a_1, a_2, a_3\)\} and \{\(b_1, b_2, b_3\)\} are, resp., solutions to $N_{\text{top}}^3$ and $N_{\text{dir}}^3$ (see Figure 5), we know these two basic networks are satisfiable and path-consistent. Note that all relations in the two networks are defined over the set of bounded regions. For $\alpha \in \{\text{DC, EC}\}$ and $\beta \in \{m \otimes m, \text{eq} \otimes \text{eq}\}$, it is easy to show that $\alpha \cap \beta$ is nonempty (cf. Lemma 5.2). Therefore, the combined network is bi-closed, hence bipath-consistent by definition. But it is impossible to find a solution to $N_{\text{top}}^t \cup N_{\text{dir}}^t$. This is because, if \{\(a_i^*\)\}_{i=1}^3 is a solution of $N_{\text{top}}^t \cup N_{\text{dir}}^t$, then by $\delta_{23} = \text{eq} \otimes \text{eq}$ and $\delta_{12} = m \otimes m$ we know MBR($a_2^*$) = MBR($a_3^*$) and (MBR($a_1^*$), MBR($a_1^*$)) $\in m \otimes m$. Write $P$ for the common point of MBR($a_i^*$) and MBR($a_i^*$). Clearly, $a_1^* \cap a_i^* \subseteq \{P\}$ ($i = 2, 3$). By $a_i^* \text{EC} a_i^*$ ($i = 2, 3$) we know $a_1^* \cap a_i^* = \{P\}$. This shows $P \in a_2^* \cap a_3^* \neq \varnothing$, which contradicts with the topological constraint $\theta_{23} = \text{DC}$. Therefore, $N_{\text{top}}^t \cup N_{\text{dir}}^t$ is bipath-consistent but unsatisfiable.

The next example further shows that, even if all sub-networks involving three variables are satisfiable, the joint network may still be unsatisfiable.

**Example 4.2.** Take $V = \{v_i\}_{i=1}^4$, $N_{\text{top}}^t$ and $N_{\text{dir}}^t$ are, respectively, the following networks (see Figure 6).
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Figure 6: RCC8 network $\mathcal{N}^2_{top}$ and ERA network $\mathcal{N}^2_{dir}$, where $\{c_1, c_2, c_3, c_4\}$ is a solution to $\mathcal{N}^2_{top}$, and $\{d_1, d_2, d_3, d_4\}$ is a solution to $\mathcal{N}^2_{dir}$.

$$\theta_{ij} = \begin{cases} 
\text{EC}, & (i,j) = (1,3) \text{ or } (i,j) = (2,4); \\
\text{DC}, & \text{otherwise.}
\end{cases}$$

- $\delta_{13} = m \otimes \text{eq}$, $\delta_{13} = m \otimes \text{mi}$, $\delta_{14} = \text{eq} \otimes \text{mi}$;
- $\delta_{23} = \text{eq} \otimes \text{mi}$, $\delta_{24} = \text{mi} \otimes \text{mi}$, $\delta_{34} = \text{mi} \otimes \text{eq}$

It is straightforward to verify that all sub-networks of the joint network $\mathcal{N}^2_{top} \cup \mathcal{N}^2_{dir}$ which involve three variables are satisfiable.

Since $\{c_1, c_2, c_3, c_4\}$ and $\{d_1, d_2, d_3, d_4\}$ are, resp., solutions to $\mathcal{N}^2_{top}$ and $\mathcal{N}^2_{dir}$ (see Figure 6), the two basic networks are satisfiable and path-consistent. It is also easy to check that EC and DC are consistent with all rectangle relations which appear in $\mathcal{N}^2_{dir}$ (cf. Lemma 5.2). Therefore the joint network is bi-closed. But it is impossible to find a solution to $\mathcal{N}^2_{top} \cup \mathcal{N}^2_{dir}$. This is because by $\theta_{13} = \text{EC}$ and $\delta_{13} = m \otimes \text{mi}$, we know $v_1$ and $v_3$ must share a unique point $P$. Similarly, $v_2$ and $v_4$ also share a unique point $Q$. It is also clear that $P$ should be identical with $Q$. This suggests that $v_1$ and $v_2$ are externally connected. A contradiction with $\theta_{12} = \text{DC}$.

The above examples show that BIPATH-CONSISTENCY is incomplete for solving the JSP over RCC8 and ERA. In the following sections, we turn to the coarser calculus DIR49. We first show how BIPATH-CONSISTENCY separates topological constraints in some maximal tractable subclasses of RCC8 from directional constraints in DIR49, and then exploit this separation theorem to approximately solve the JSP over RCC8 and ERA. Before this, the next section is devoted to investigating the pairwise interaction between RCC8 and ERA relations.
5. Pairwise Interaction between RCC8 and ERA Relations

Given an RCC8 relation \( \theta \) and an ERA relation \( \delta \), we now consider how to compute \( \{v_1 \theta \delta | v_2\} \cup \{v_1 \delta \theta | v_2\} \), the bi-closure (see Definition 4.2) of \( \{v_1 \delta \theta | v_2\} \cup \{v_1 \delta \theta | v_2\} \).

We write \( \text{ERA}(\theta) \) for the \( \theta \)-induced ERA relation and write \( \text{RCC}(\delta) \) for the \( \delta \)-induced RCC8 relation. This means, \( \text{ERA}(\theta) \) is the smallest ERA relation which contains \( \theta \), and \( \text{RCC}(\delta) \) is the smallest RCC8 relation which contains \( \delta \) (cf. Lemma 4.2). By Lemma 4.3, we know \( \text{ERA}(\theta) \) is the union of all \( \text{ERA}(\theta') \), where \( \theta' \) is a basic RCC8 relation contained in \( \theta \). A similar conclusion holds for \( \text{RCC}(\delta) \). Furthermore, by Proposition 4.1, we know \( \theta \delta \theta = \theta \cap \text{RCC}(\delta) \) and \( \delta \theta = \delta \cap \text{ERA}(\theta) \). So to compute \( \theta \delta \theta \) and \( \delta \theta \) for arbitrary \( \theta \) and \( \delta \), we first consider the special case when \( \theta \) and \( \delta \) are basic, and then compute for the general case by using Lemma 4.3 and Proposition 4.1.

Since the ERA contains 169 basic rectangle relations, it will be convenient to classify these relations into groups. One natural way is by introducing the following rectangle version of RCC8.

**Definition 5.1 (MRCC8).** We say two bounded regions \( a, b \) in \( U \) are related by \( \text{MDC}, \text{MEC}, \text{MPO}, \text{MEQ}, \text{MTPP}, \text{MNTPP}, \text{MTPP}^\sim, \text{MNTPP}^\sim \) (resp.) if \( \text{DC} \) (\( \text{EC}, \text{PO}, \text{EQ}, \text{TPP}, \text{NTPP}, \text{TPP}^\sim, \text{NTPP}^\sim \) resp.) is the basic RCC8 relation between \( \text{MBR}(a) \) and \( \text{MBR}(b) \), the minimum bounding rectangles of \( a \) and \( b \). We call the qualitative calculus on \( U \) generated by

\[
E_{\text{ntop}} \equiv \{\text{MDC}, \text{MEC}, \text{MPO}, \text{MEQ}, \text{MTPP}, \text{MNTPP}, \text{MTPP}^\sim, \text{MNTPP}^\sim\}
\]

the MRCC8 Algebra.

The following lemma shows that MRCC8 is a subalgebra of the ERA, i.e. each basic MRCC8 relation is the union of one or more basic ERA relations (see Figure 7 for illustration).

**Lemma 5.1.** Each basic ERA relation is contained in one and only one basic MRCC8 relation. Precisely, for a basic ERA relation \( \alpha \otimes \beta \), we have

1. if \( \alpha \otimes \beta = \text{eq} \otimes \text{eq} \), then \( \alpha \otimes \beta = \text{MEQ} \);
2. if \( \alpha \otimes \beta = \text{d} \otimes \text{d} \), then \( \alpha \otimes \beta = \text{MNTPP} \);
3. if \( \alpha \otimes \beta = \text{di} \otimes \text{di} \), then \( \alpha \otimes \beta = \text{MNTPP}^\sim \);
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4. else if $\alpha, \beta \in \{s, d, f, eq\}$, then $\alpha \otimes \beta \subset \text{MTPP}$;

5. else if $\alpha, \beta \in \{si, di, fi, eq\}$, then $\alpha \otimes \beta \subset \text{MTPP}^-$;

6. else if $\alpha \in \{b, bi\}$ or $\beta \in \{b, bi\}$, then $\alpha \otimes \beta \subset \text{MDC}$;

7. else if $\alpha \in \{m, mi\}$ or $\beta \in \{m, mi\}$, then $\alpha \otimes \beta \subset \text{MEC}$;

8. else $\alpha \otimes \beta \subset \text{MPO}$.

Take the first and the last items as examples. For two bounded regions $a, b$, item 1 is equivalent to saying that $(\text{MBR}(a), \text{MBR}(b))$ is an instance of $eq \otimes eq$ iff it is an instance of MEQ, i.e. $\text{MBR}(a) = \text{MBR}(b)$. Item 8 states that if the basic ERA relation between $\text{MBR}(a)$ and $\text{MBR}(b)$ does not satisfy the preconditions of items 1-7, then $\text{MBR}(a)$ must partially overlap $\text{MBR}(b)$. In what follows, we call a basic ERA relation an MDC relation, if it is contained in MDC, and similarly for relations contained in MEC, MPO, etc.

The next lemma summarizes the $\theta$-induced ERA relations, $\text{ERA}(\theta)$, for all basic RCC8 relations $\theta$. Recall that $\text{ERA}(\theta)$ is, by definition, the smallest ERA relation which contains $\theta$.

**Lemma 5.2.** For a basic RCC8 relation $\theta$, the $\theta$-induced ERA relation $\text{ERA}(\theta)$ is as follows:
1. $\text{ERA(EQ)} = eq \otimes eq$
2. $\text{ERA(NTPP)} = d \otimes d$
3. $\text{ERA(NTPP}^\sim) = di \otimes di$
4. $\text{ERA( TPP)} = (\text{sdfeq} \otimes (\text{sdfeq})$
5. $\text{ERA(TPP}^\sim) = (\text{sdfeq}) \otimes (\text{sdfeq})^\sim$
6. $\text{ERA(DC)}$ is the union of all ERA basic relations, i.e. $\text{ERA(DC)} = T$
7. $\text{ERA(EC)}$ is the union of all ERA basic relations that are not MDC relations.
8. $\text{ERA(PO)}$ is the union of all ERA relations that are neither MDC nor MEC relations.

Proof. We take the case when $\theta = \text{TPP}$ as an example; the others are similar. Suppose $a,b$ are two bounded regions such that $\text{aTPP}b$. We show $(\text{MBR}(a), \text{MBR}(b)) \in (\text{sdfeq}) \otimes (\text{sdfeq})$. Write $I_x(a)$ and $I_x(b)$ for the $x$-projections (cf. Figure 1) of $a$ and $b$, resp. By $\text{aTPP}b$, we know $a \subseteq b$. It is clear that $I_x(a) \subseteq I_x(b)$. This is equivalent to saying that the interval relation between $I_x(a)$ and $I_x(b)$ is (sdfeq). The same IA relation also holds for the $y$-projections of $a$ and $b$. Recall that $(\text{MBR}(a) = I_x(a) \times I_y(a)$ and $\text{MBR}(b) = I_x(b) \times I_y(b)$. We have $(\text{MBR}(a), \text{MBR}(b)) \in (\text{sdfeq}) \otimes (\text{sdfeq})$. By the definition of the extended rectangle relations, $(a,b)$ is an instance of the ERA relation (sdfeq) $\otimes$ (sdfeq). Therefore TPP is contained in (sdfeq) $\otimes$ (sdfeq). We next show this is also the smallest ERA relation which contains TPP. To this end, we need to show TPP is consistent with each rectangle relation $\alpha \otimes \beta$ with $\alpha, \beta \in \{s, d, f, eq\}$. Take $d \otimes d$ and $eq \otimes eq$ as examples. Figure 8 shows two connected regions $p$ and $q$. Let $r = p \cup q$. Then $\text{MBR}(r) = \text{MBR}(q)$, and $(\text{MBR}(p), \text{MBR}(r)) \in d \otimes d$. In other words, $(p, r)$ is an instance of the ERA relation $d \otimes d$, and $(q, r)$ is an instance of the ERA relation $eq \otimes eq$. It is also clear that $p$ and $q$ are two tangential proper parts of $r$, i.e. $p\text{TPP}r, q\text{TPP}r$.

Note the above lemma can not be precisely read off from Figure 7, which considers only the relation between the MBRs. Take TPP as an example. Suppose $(\text{MBR}(a), \text{MBR}(b)) \in \text{TPP}$. Figure 7 suggests that $(\text{MBR}(a), \text{MBR}(b)) \in d \otimes d$ does not hold. Figure 8 shows, however, it is possible that $a\text{TPP}b$ and $(\text{MBR}(a), \text{MBR}(b)) \in d \otimes d$ hold at the same time, if we set $a = p$ and $b = p \cup q$.

As a corollary of Lemma 5.2, we have

**Corollary 5.1.** For any RCC8 relation $\theta$, we have

- If $\theta \cap \text{DC} = \emptyset$, then $\text{ERA(\theta)}$ contains no MDC relation.
Figure 8: Illustrations of two connected regions \( p, q \) and their minimum bounding rectangles.

\[ \text{If } \text{TPP} \subseteq \emptyset \subseteq \text{P}, \text{ then } \text{ERA}(\emptyset) = (sdfeq) \otimes (sdfeq), \]

where \( \text{P} \) is the union of \( \text{TPP}, \text{NTPP}, \text{and EQ} \).

\[ \text{Proof.} \] This is because \( \text{ERA}(\emptyset) \) is the union of all \( \text{ERA}(\emptyset') \), where \( \emptyset' \) is a basic RCC8 relation that is contained in \( \emptyset \). The conclusions then follow directly from Lemma 5.2. \[ \square \]

Just like Lemma 5.2, the next lemma summarizes the \( \delta \)-induced RCC8 relations, \( \text{RCC}(\delta) \), for all basic ERA relations \( \delta \). Recall that \( \text{RCC}(\delta) \) is the smallest RCC8 relation which contains \( \delta \).

**Lemma 5.3.** For a basic ERA relation \( \delta \), the \( \delta \)-induced RCC8 relation \( \text{RCC}(\delta) \) is as follows:

1. \( \text{RCC}(\delta) = \text{DC} \) if \( \delta \) is an \( \text{MDC} \) relation;
2. \( \text{RCC}(\delta) = \text{DC} \cup \text{EC} \) if \( \delta \) is an \( \text{MEC} \) relation;
3. \( \text{RCC}(\delta) = \text{DC} \cup \text{EC} \cup \text{PO} \) if \( \delta \) is an \( \text{MPO} \) relation;
4. \( \text{RCC}(\delta) = \text{DC} \cup \text{EC} \cup \text{PO} \cup \text{TPP} \) if \( \delta \) is an \( \text{MTPP} \) relation;
5. \( \text{RCC}(\delta) = \text{DC} \cup \text{EC} \cup \text{PO} \cup \text{TPP} \cup \text{NTPP} \) if \( \delta \) is an \( \text{MNTPP} \) relation;
6. \( \text{RCC}(\delta) = \text{DC} \cup \text{EC} \cup \text{PO} \cup \text{TPP} \cup \text{NTPP} \) if \( \delta \) is an \( \text{MNTPP} \) relation;
7. \( \text{RCC}(\delta) = \text{DC} \cup \text{EC} \cup \text{PO} \cup \text{TPP} \cup \text{NTPP} \) if \( \delta \) is the \( \text{MEQ} \) relation.
8. \( \text{RCC}(\delta) = \text{DC} \cup \text{EC} \cup \text{PO} \cup \text{EQ} \cup \text{TPP} \cup \text{TPP} \) if \( \delta \) is the \( \text{MEQ} \) relation.

The proof of this lemma is straightforward. We only give some explanation here. The first item states that if \( a\text{MDC}b \), i.e. \( \text{MBR}(a) \cap \text{DCMBR}(b) \), then we should also have \( a\text{DC}b \); the last item states that if \( a\text{MEQ}b \), i.e. \( \text{MBR}(a) = \text{MBR}(b) \), then \( a \) and \( b \) could be related by any basic RCC8 relation other than \( \text{NTPP} \) and its converse.
6. Combining Topological and Directional Constraints

We continue our discussion of the combination of RCC8 and ERA. Recall that we have shown in Section 5.2 that BIPATH-CONSISTENCY is incomplete for determining the joint satisfaction problem (JSP) over RCC8 and ERA. In this section, we adopt DIR49 as our constraint language for directional information, and show \( \hat{\mathcal{H}}_8 \) is separable from DIR49, where \( \hat{\mathcal{H}}_8 \) is the maximal tractable subclass of RCC8 found in [36]. In this case, we even do not need to call the full BIPATH-CONSISTENCY algorithm.

Given \( \mathcal{N}_{\text{top}} = \{v_i \theta_{ij} v_j\}_{i,j=1}^n \) and \( \mathcal{N}_{\text{dir}} = \{v_i \delta_{ij} v_j\}_{i,j=1}^n \), we first compute the bi-closure of \( \mathcal{N}_{\text{top}} \cup \mathcal{N}_{\text{dir}} \). For convenience, we set \( \bar{\theta}_{ij} = \theta_{ij} | \delta_{ij} \) and \( \bar{\delta}_{ij} = \delta_{ij} | \theta_{ij} \), and let \( \overline{\mathcal{N}}_{\text{top}} = \{v_i \bar{\theta}_{ij} v_j\}_{i,j=1}^n \) and \( \overline{\mathcal{N}}_{\text{dir}} = \{v_i \bar{\delta}_{ij} v_j\}_{i,j=1}^n \). We stress that \( \bar{\delta}_{ij} \) may be an ERA relation outside DIR49. For example, set \( \delta_{ij} = (\text{sfd}) \otimes (\text{sfd}) \) and \( \theta_{ij} = \text{NTPP} \). Then \( \bar{\delta}_{ij} = \text{d} \otimes \text{d} \) is outside DIR49. On the other hand, if \( \mathcal{N}_{\text{top}} \) is over \( \hat{\mathcal{H}}_8 \), then each constraint in \( \overline{\mathcal{N}}_{\text{top}} \) is in \( \hat{\mathcal{H}}_8 \). This is because (see Lemma 5.3) \( \text{RCC}(\delta) \) is in \( \hat{\mathcal{H}}_8 \) for any ERA relation \( \delta \), and that \( \hat{\mathcal{H}}_8 \) is closed under intersection.

By Lemma 4.6, we know \( \mathcal{N}_{\text{top}} \cup \mathcal{N}_{\text{dir}} \) and its bi-closure are equivalent.

**Lemma 6.1.** For an RCC8 network \( \mathcal{N}_{\text{top}} \) and an ERA network \( \mathcal{N}_{\text{dir}} \), the joint network \( \mathcal{N}_{\text{top}} \cup \mathcal{N}_{\text{dir}} \) is satisfiable if and only if its bi-closure \( \overline{\mathcal{N}}_{\text{top}} \cup \overline{\mathcal{N}}_{\text{dir}} \) is satisfiable.

In the remainder of this section, we show that if \( \mathcal{N}_{\text{top}} \) is a path-consistent RCC8 network over \( \hat{\mathcal{H}}_8 \) and \( \mathcal{N}_{\text{dir}} \) is a DIR49 network, then \( \mathcal{N}_{\text{top}} \cup \mathcal{N}_{\text{dir}} \) is satisfiable if and only if \( \overline{\mathcal{N}}_{\text{top}} \) and \( \overline{\mathcal{N}}_{\text{dir}} \) are, independently, satisfiable. To this end, we choose an appropriate scenario \( \mathcal{N}_{\text{top}}^* \) of \( \overline{\mathcal{N}}_{\text{top}} \) and an appropriate scenario \( \mathcal{N}_{\text{dir}}^* \) of \( \overline{\mathcal{N}}_{\text{dir}} \), and show that \( \mathcal{N}_{\text{top}}^* \cup \mathcal{N}_{\text{dir}}^* \) is satisfiable. Recall a scenario of \( \overline{\mathcal{N}}_{\text{top}} \) (\( \overline{\mathcal{N}}_{\text{dir}} \), resp.) is a basic RCC8 (ERA, resp.) network that refines \( \overline{\mathcal{N}}_{\text{top}} \) (\( \overline{\mathcal{N}}_{\text{dir}} \), resp.)

Before constructing \( \mathcal{N}_{\text{top}}^* \) and \( \mathcal{N}_{\text{dir}}^* \), we set a condition that they should satisfy.

6.1. Compatible Rectangles

Given an RCC8 basic network \( \mathcal{N}_{\text{top}} = \{v_i \theta_{ij} v_j\}_{i,j=1}^n \), we know \( \mathcal{N}_{\text{top}} \) is satisfiable if it is path-consistent. Moreover, a solution by bounded regions can be constructed in cubic time [33, 22]. Suppose \( \{r_i\}_{i=1}^n \) is a collection of rectangles. We are interested in knowing if there is a solution \( \{a_i\}_{i=1}^n \) for \( \mathcal{N}_{\text{top}} \) such that each \( a_i \) is exactly bounded by the rectangle \( r_i \). We find a sufficient condition for this question.
Definition 6.1. A collection of rectangles \( \{r_i\}_{i=1}^n \) are compatible with an RCC8 basic network \( N_{\text{top}} = \{v_i \theta_{ij} v_j\}_{i,j=1}^n \) if for any \( i, j \) we have

- If \( \theta_{ij} \neq \text{DC} \), then \( r_i \cap r_j \) is a rectangle, i.e. the interior of \( r_i \cap r_j \) is nonempty;
- If \( \theta_{ij} = \text{TPP} \), then \( (r_i, r_j) \) is in \( d \otimes \text{eq} \) or \( d \otimes d \) or \( \text{eq} \otimes d \) or \( \text{eq} \otimes \text{eq} \);
- If \( \theta_{ij} = \text{NTPP} \), then \( r_i \) is contained in the interior of \( r_j \), i.e. \( (r_i, r_j) \in d \otimes d \);
- If \( \theta_{ij} = \text{EQ} \), then \( r_i = r_j \).

At first glance, the notion of compatible rectangles seems very strong. For two rectangles \( r_i \) and \( r_j \), it requires the \( x \)- or \( y \)-projections of \( r_i \) and \( r_j \) not to be related by the IA relations \textit{meet}, \textit{start}, \textit{finish}, nor by their converses. The following theorem partially justifies the appropriateness of the notion, where \( \{v_i \alpha_{ij} v_j\}_{i=1}^n \) is a scenario of a network \( \{v_i \beta_{ij} v_j\}_{i=1}^n \) in a qualitative calculus \( \mathcal{A} \) if \( \alpha_{ij} \) is a basic relation in \( \mathcal{A} \) which is contained in \( \beta_{ij} \).

Theorem 6.1. Let \( N_{\text{top}} \) be an RCC8 network, and let \( N_{\text{dir}} \) be a DIR49 network. Suppose \( \overline{N}_{\text{dir}} \) is satisfiable. Then \( \overline{N}_{\text{dir}} \) has a satisfiable scenario \( \overline{N}_{\text{dir}}^* = \{v_i \delta_{ij}^* v_j\}_{i,j=1}^n \) such that each \( \delta_{ij}^* \) has the form \( \chi_i^x \otimes \lambda_i^y \), where \( \lambda_i^x, \chi_i^y \in \{b, o, d, eq, dl, ol, bf\} \).

Proof. See Appendix A. \qed

Note that in the above theorem, the RCC8 network \( N_{\text{top}} \), together with the DIR49 network \( N_{\text{dir}} \), is used to define the new DIR49 network \( \overline{N}_{\text{dir}} \) (see the second paragraph of Section 6 for the definition of \( \overline{N}_{\text{dir}} \)).

The next theorem confirms that, for a satisfiable basic RCC8 network \( N_{\text{top}} \), we can first find an approximate solution by using rectangles \( \{r_i\}_{i=1}^n \), and then get the exact solution \( \{a_i^*\}_{i=1}^n \) such that each \( a_i^* \) is exactly bounded by \( r_i \), i.e. \( \text{MBR}(a_i^*) = r_i \).

Theorem 6.2. Let \( N_{\text{top}} = \{v_i \theta_{ij} v_j\}_{i,j=1}^n \) be a satisfiable basic RCC8 network. Suppose \( \{r_i\}_{i=1}^n \) is a collection of rectangles that are compatible with \( N_{\text{top}} \). Then we have a solution \( \{a_i^*\}_{i=1}^n \) of \( N_{\text{top}} \) such that each \( a_i^* \) is a bounded region and \( \text{MBR}(a_i^*) = r_i \) for any \( 1 \leq i \leq n \).

Proof. The proof is similar to that given for RCC8 in [22]. We defer it to Appendix B. \qed
6.2. Separating $\hat{H}_8$ from DIR49

In this subsection we prove the separation theorem for $\hat{H}_8$ and DIR49. Let $N_{top} = \{v_i \theta_{ij} v_j\}_{i,j=1}^n$ be a path-consistent RCC8 network over $\hat{H}_8$, and let $N_{dir} = \{v_i \delta_{ij} v_j\}_{i,j=1}^n$ be a DIR49 network. Suppose $N_{top}$ and $N_{dir}$ are satisfiable. We construct an RCC8 basic network $N_{top}^*$ that refines $N_{top}$. Then we show there is a basic ERA network $N_{dir}^*$ such that

- $N_{dir}^*$ refines $N_{dir}$; and
- $N_{dir}^*$ has a rectangle solution $\{r_i\}_{i=1}^n$ which is compatible with $N_{top}^*$.

By Theorem 6.2 we know $N_{top}^* \cup N_{dir}^*$, hence $N_{top} \cup N_{dir}$, is satisfiable.

We use the quadratic algorithm proposed by Renz [34] to construct $N_{top}^*$. For each relation $\theta$ in $\hat{H}_8$, we assign a basic relation $h(\theta)$ as follows:

$$h : \hat{H}_8 \to B_{top}$$

$$h(\theta) = \begin{cases} 
  DC_i, & \text{if } DC \subseteq \theta; \\
  EC_i, & \text{else if } EC \subseteq \theta; \\
  PO_i, & \text{else if } PO \subseteq \theta; \\
  TPP, & \text{else if } TPP \subseteq \theta; \\
  T PP^-, & \text{else if } T PP^- \subseteq \theta; \\
  \theta_i, & \text{else.}
\end{cases} \quad (21)$$

**Lemma 6.2 ([34]).** Let $N_{top}$ be a path-consistent network over $\hat{H}_8$. Then the basic RCC8 network $N_{top}^* = \{v_i h(\theta_{ij}) v_j\}_{i,j=1}^n$ is satisfiable.

We next show that the satisfiable RCC8 basic network $N_{top}^*$ also refines $N_{top}$. To this end, we need the following lemma.

**Lemma 6.3.** For an RCC8 relation $\theta \in \hat{H}_8$ and a DIR49 relation $\delta$, if $\theta[\delta] \neq \emptyset$ and $\delta[\theta] \neq \emptyset$, then $h(\theta) = h(\theta[\delta])$.

**Proof.** See Appendix C. \hfill $\square$

As a corollary, we have

**Lemma 6.4.** Let $N_{top} = \{v_i \theta_{ij} v_j\}_{i,j=1}^n$ be a path-consistent RCC8 network over $\hat{H}_8$, and let $N_{dir} = \{v_i \delta_{ij} v_j\}_{i,j=1}^n$ be a DIR49 network. Write $N_{top}^*$ for the scenario of $N_{top}$ as constructed in Lemma 6.2. Suppose $N_{top}$ and $N_{dir}$ are satisfiable. Then $N_{top}^*$ is also a scenario of $N_{top}$.
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By the above lemma, it is easy to see that $\mathcal{N}_{\text{top}}$ is satisfiable if and only if $N_{\text{top}}^*$ is one of its scenarios. Having found a satisfiable scenario for $\mathcal{N}_{\text{top}}$, we next show that there is a rectangle solution to $\mathcal{N}_{\text{dir}}$ that is compatible with $\mathcal{N}_{\text{top}}$.

**Lemma 6.5.** For $\mathcal{N}_{\text{top}}$, $\mathcal{N}_{\text{dir}}$, and $\mathcal{N}_{\text{top}}^*$ as above. If $\mathcal{N}_{\text{dir}}$ is satisfiable, then it has a rectangle solution $\{r_i\}_{i=1}^n$ that is compatible with $\mathcal{N}_{\text{top}}^*$.

**Proof.** By Theorem 6.1 we know $\mathcal{N}_{\text{dir}}$ has a satisfiable scenario $N_{\text{dir}}^* = \{v_i \delta_{ij}^* v_j\}$ such that each $\delta_{ij}^*$ has the form $\alpha \otimes \beta$ with $\alpha, \beta \in \{b, o, d, eq, di, o_i, bi\}$.

Suppose $\mathcal{I} = \{r_i\}_{i=1}^n$ is a rectangle solution of $\mathcal{N}_{\text{dir}}^*$. Clearly, no two rectangles in $\mathcal{I}$ meet at boundaries, i.e. $(r_i, r_j) \not\in \text{EC}$ for all $i, j$. In other words, for $r_i$ and $r_j$ in $\mathcal{I}$, we have either $r_i \cap r_j = \emptyset$ or $r_i \cap r_j$ is a rectangle.

We show $\mathcal{I}$ is compatible with $\mathcal{N}_{\text{top}}$. To this end, we need to show that $\mathcal{I}$ satisfies the four conditions listed in Definition 6.1. Note that $(r_i, r_j)$ is an instance of $\delta_{ij}^* \subseteq \delta_{ij} \subseteq \text{ERA}(\theta_{ij})$.

- If $\theta_{ij}^* \neq \text{DC}$, then $\theta_{ij} \cap \text{DC} = \emptyset$. By Corollary 5.1, no basic rectangle relation contained in $\text{ERA}(\theta_{ij})$ is an MDC relation. Therefore, by $(r_i, r_j) \in \delta_{ij}^* \subseteq \text{ERA}(\theta_{ij})$ we know $r_i \cap r_j$ is nonempty, hence a rectangle.

- If $\theta_{ij}^* = \text{TPP}$, then $\text{TPP} \subseteq \theta_{ij} \subseteq \text{P}$. By Corollary 5.1, $\text{ERA}(\theta_{ij}) = (\text{sdfeq}) \otimes (\text{sdfeq})$. By the property of $\delta_{ij}^*$ and $(r_i, r_j) \in \delta_{ij}^* \subseteq \text{ERA}(\theta_{ij})$, we know $(r_i, r_j)$ must be an instance of one of the four rectangle relations $d \otimes eq$, $d \otimes d$, $eq \otimes d$, or $eq \otimes eq$.

- If $\theta_{ij}^* = \text{NTPP}$, then $\theta_{ij} = \text{NTPP}$. By Lemma 5.2, $\text{ERA}(\text{NTPP}) = d \otimes d$. Since $(r_i, r_j) \in \delta_{ij}^*$, we also have $(r_i, r_j) \in d \otimes d$.

- If $\theta_{ij}^* = \text{EQ}$, then $\theta_{ij} = \text{EQ}$. By Lemma 5.2, $\text{ERA}(\text{EQ}) = eq \otimes eq$. Since $(r_i, r_j) \in \delta_{ij}^*$, we also have $(r_i, r_j) \in eq \otimes eq$, i.e. $r_i = r_j$.

Therefore, $\mathcal{I}$ is a rectangle solution of $\mathcal{N}_{\text{dir}}$ that is compatible with $\mathcal{N}_{\text{top}}^*$.

As a consequence of the above results, we have the following theorem.

**Theorem 6.3.** Let $\mathcal{N}_{\text{top}} = \{v_i \theta_{ij} v_j\}_{i,j=1}^n$ be a path-consistent RCC8 network over $\mathcal{H}_8$, and let $\mathcal{N}_{\text{dir}} = \{v_i \delta_{ij} v_j\}_{i,j=1}^n$ be a DIR49 network. Then $\mathcal{N}_{\text{top}} \cup \mathcal{N}_{\text{dir}}$ is satisfiable iff $\mathcal{N}_{\text{top}}$ and $\mathcal{N}_{\text{dir}}$ are independently satisfiable.
Proof. Suppose $\mathcal{N}_{\text{top}}$ and $\mathcal{N}_{\text{dir}}$ are satisfiable. Since $\mathcal{N}_{\text{top}}$ is a path-consistent network over $\mathcal{H}_6$, we can construct a basic RCC8 network $\mathcal{N}_{\text{top}}^* = \{v_i \theta_{ij}^* v_j\}_{i,j=1}^n$ as in Lemma 6.2. By Lemma 6.4 we know $\mathcal{N}_{\text{top}}^*$ is a scenario of $\mathcal{N}_{\text{top}}$, i.e. $\theta_{ij}^*$ is contained in $\theta_{ij}[\delta_{ij}]$ for all $i, j$.

By Lemma 6.5 we know $\mathcal{N}_{\text{dir}}^*$ has a solution $\{r_i\}_{i=1}^n$ that is compatible with $\mathcal{N}_{\text{top}}^*$. In other words, $\mathcal{N}_{\text{dir}}^*$ and $\{r_i\}_{i=1}^n$ satisfy the conditions of Definition 6.1. Therefore, by Theorem 6.2, we can find a solution $\{c_i\}_{i=1}^n$ of $\mathcal{N}_{\text{top}}^*$ which satisfies $\text{MBR}(c_i) = r_i$ for $i = 1, \ldots, n$. So $\{c_i\}_{i=1}^n$ is also a solution of $\mathcal{N}_{\text{dir}}$. Therefore, $\mathcal{N}_{\text{top}} \oplus \mathcal{N}_{\text{dir}}$ is satisfiable. \qed

Remark 6.1. For a path-consistent RCC8 network $\mathcal{N}_{\text{top}}$ over $\mathcal{H}_6$ and a DIR49 network $\mathcal{N}_{\text{dir}}$, to determine if the joint network $\mathcal{N}_{\text{top}} \oplus \mathcal{N}_{\text{dir}}$ is satisfiable, by the above theorem, we first compute $\mathcal{N}_{\text{top}}$ and $\mathcal{N}_{\text{dir}}$, and then check if they are satisfiable independently. Ideally, we wish $\mathcal{N}_{\text{dir}}$ also to be a DIR49 network. But by applying the rules like "NTPP enforces $d \otimes d$" (Lemma 5.2) constraints in $\mathcal{N}_{\text{dir}}$ may be outside DIR49. This is not a problem. What we want is to solve the joint constraint network efficiently and do not care how and in which calculus the problem is solved.

By using the rules like "NTPP enforces $d \otimes d$," we obtain the bi-closure of a joint network. Then, we need only compute if the two separated networks are satisfied independently. This reasoning process is carried in RCC8 and in the ERA. Note that there are complete methods for solving the satisfaction problem in both RCC8 and ERA. The joint satisfaction problem defined over $\mathcal{H}_6$ and DIR49 can therefore be solved by Theorem 6.3.

For an RCC8 network $\mathcal{N}_{\text{top}}$ over $\mathcal{H}_6$ and a DIR49 network $\mathcal{N}_{\text{dir}}$, recall that $\mathcal{N}_{\text{top}} \oplus \mathcal{N}_{\text{dir}}$ is bipath-consistent if and only if it is bi-closed and both $\mathcal{N}_{\text{top}}$ and $\mathcal{N}_{\text{dir}}$ are path-consistent. Moreover, if $\mathcal{N}_{\text{top}} \oplus \mathcal{N}_{\text{dir}}$ is bi-closed, then $\mathcal{N}_{\text{top}} = \mathcal{N}_{\text{top}}'$ and $\mathcal{N}_{\text{dir}} = \mathcal{N}_{\text{dir}}'$.

The following theorem shows that BIPATH-CONSISTENCY separates $\mathcal{H}_6$ and DIR49.

**Theorem 6.4.** For an RCC8 network $\mathcal{N}_{\text{top}}$ over $\mathcal{H}_6$ and a DIR49 network $\mathcal{N}_{\text{dir}}$, suppose $\mathcal{N}_{\text{top}}' \oplus \mathcal{N}_{\text{dir}}'$ is a bipath-consistent joint network that is equivalent to $\mathcal{N}_{\text{top}} \oplus \mathcal{N}_{\text{dir}}$. Then $\mathcal{N}_{\text{top}} \oplus \mathcal{N}_{\text{dir}}$ is satisfiable if $\mathcal{N}_{\text{top}}'$ and $\mathcal{N}_{\text{dir}}'$ are independently satisfiable.

**Proof.** Since constraints in $\mathcal{N}_{\text{dir}}'$ may be outside DIR49, we cannot apply Theorem 6.3 directly. But $\mathcal{N}_{\text{top}}'$ and $\mathcal{N}_{\text{dir}}'$ satisfy the condition of Theorem 6.3. This means $\mathcal{N}_{\text{top}}', \mathcal{N}_{\text{dir}}'$ is satisfiable if and only if the two component networks of its bi-closure are independently satisfiable.
We next compute the bi-closure of \( \mathcal{N}_{\text{top}}' \cup \mathcal{N}_{\text{dir}}' \). Suppose \( \mathcal{N}_{\text{top}}' = \{ \theta_{ij} \}_{i,j=1}^n \), \( \mathcal{N}_{\text{dir}}' = \{ \delta_{ij} \}_{i,j=1}^n \), and \( \mathcal{N}_{\text{top}}'' = \{ \theta_{ij}' \}_{i,j=1}^n \), \( \mathcal{N}_{\text{dir}}'' = \{ \delta_{ij}' \}_{i,j=1}^n \). We have \( \mathcal{N}_{\text{top}}'' \cup \mathcal{N}_{\text{dir}}'' \) is bi-closed due to its bipath-consistency. This means that \( \theta_{ij}' = \theta_{ij}' \cap \RCC(\delta_{ij}) \subseteq \theta_{ij} \cap \RCC(\delta_{ij}) = \theta_{ij} \cap \RCC(\delta_{ij}) \quad (22) \)

\( \delta_{ij}' = \delta_{ij}' \cap \RCC(\theta_{ij}) \subseteq \delta_{ij} \cap \RCC(\theta_{ij}) = \delta_{ij} \cap \RCC(\theta_{ij}) \quad (23) \)

Set \( \widetilde{\mathcal{N}}_{\text{top}} = \{ \theta_{ij}' \cap \delta_{ij} \}_{i,j=1}^n \) and \( \widetilde{\mathcal{N}}_{\text{dir}} = \{ \delta_{ij}' \cap \theta_{ij} \}_{i,j=1}^n \). Clearly, \( \widetilde{\mathcal{N}}_{\text{top}} \cup \widetilde{\mathcal{N}}_{\text{dir}} \) is the bi-closure of \( \mathcal{N}_{\text{top}}'' \cup \mathcal{N}_{\text{dir}}'' \). By Equations 22 and 23 we know \( \mathcal{N}_{\text{top}}'' \) refines \( \widetilde{\mathcal{N}}_{\text{top}} \) and \( \mathcal{N}_{\text{dir}}'' \) refines \( \widetilde{\mathcal{N}}_{\text{dir}} \). Under the assumption that \( \mathcal{N}_{\text{top}}'' \) and \( \mathcal{N}_{\text{dir}}'' \) are satisfiable, we know \( \mathcal{N}_{\text{top}}'' \) and \( \mathcal{N}_{\text{dir}}'' \) are satisfiable. By Theorem 6.3, this implies \( \widetilde{\mathcal{N}}_{\text{top}} \cup \widetilde{\mathcal{N}}_{\text{dir}} \), hence \( \mathcal{N}_{\text{top}}'' \cup \mathcal{N}_{\text{dir}}'' \), is satisfiable.

Recall that applying PCA is sufficient for deciding satisfiability for the RCC8 subclass \( \mathcal{H}_8 \), and for the ERA subclass \( \mathcal{H} \otimes \mathcal{H} \), where \( \mathcal{H} \) is the ORD-Horn subclass of IA. We have the following corollary.

**Corollary 6.1.** Let \( \mathcal{N}_{\text{top}}' \) be an RCC8 network over \( \mathcal{H}_8 \), and let \( \mathcal{N}_{\text{dir}}' \) be a DIR49 network over \( \mathcal{H}_8 \otimes \mathcal{H}_7 \), where \( \mathcal{H}_7 \) is the intersection of \( \mathcal{H} \) and the interval algebra \( \mathcal{I}_7 \). Then deciding the satisfiability of \( \mathcal{N}_{\text{top}}'' \cup \mathcal{N}_{\text{dir}}'' \) is of cubic complexity.

**Proof.** It is of quadratic complexity to compute \( \mathcal{N}_{\text{top}}'' \) and \( \mathcal{N}_{\text{dir}}'' \). Note that \( \mathcal{N}_{\text{dir}}'' \) is a rectangle network over \( \mathcal{H} \otimes \mathcal{H} \), and applying PCA in RCC8 and ERA is of cubic complexity. 

\[ \square \]

### 7. Further Discussions

In this section we show how the above separation theorem can be exploited to solve the general joint satisfaction problem over RCC8 and ERA.

#### 7.1. Beyond \( \mathcal{H}_8 \)

Theorem 6.3 requires that all topological constraints are in \( \mathcal{H}_8 \), which is one of the three maximal tractable subclasses \( \langle \mathcal{H}_8, \mathcal{Q}_8, \mathcal{C}_8 \rangle \) identified in [34].

For \( \mathcal{Q}_8 \), a separation theorem can be obtained in a similar way. Given a path-consistent RCC8 network \( \mathcal{N}_{\text{top}}' \) over \( \mathcal{Q}_8 \), and a DIR49 network \( \mathcal{N}_{\text{dir}}'' \), let \( \mathcal{N}_{\text{top}}'' \) be the scenario of \( \mathcal{N}_{\text{top}}' \) as specified in [34, Lemma 20]. Then, similarly to Lemma 6.5, we can find a rectangle solution of \( \mathcal{N}_{\text{dir}}'' \) that is compatible with \( \mathcal{N}_{\text{top}}'' \), given that \( \mathcal{N}_{\text{top}}' \) and \( \mathcal{N}_{\text{dir}}'' \) are satisfiable.
Figure 9: RCC8 network $\mathcal{N}^3_{\text{top}}$ and DIR49 network $\mathcal{N}^3_{\text{dir}}$ (first row), and their bi-closures $\overline{\mathcal{N}}^3_{\text{top}}$ and $\overline{\mathcal{N}}^3_{\text{dir}}$ (second row), and the equivalent path-consistent networks of the latter two (last row), where T, N and Ni stand for TPP, NTPP and NTPP$^-$, respectively.

It is still unknown whether $C_8$ is separable from DIR49. A separation theorem cannot be obtained by using a refinement mapping as for the other two subclasses. We do not regard this as a serious problem. This is because, for the purpose of backtracking, the three maximal tractable subclasses play almost the same role, and knowing one is separable is good enough to reduce the branching factor of the backtracking algorithm.

Moreover, if we confine ourselves to the less expressive cardinal direction calculus DIR9, then we have the desired separation theorems for all these subclasses. The proof is similar to that for $\overline{\mathcal{N}}_8$ and DIR49. The interested reader may also consult Li [23] for more information.

The following example shows that, however, if $\mathcal{N}_{\text{top}}$ contains constraints not in $\overline{\mathcal{N}}_8$, the joint network $\mathcal{N}_{\text{top}} \uplus \mathcal{N}_{\text{dir}}$ may be unsatisfiable even when both $\overline{\mathcal{N}}_{\text{top}}$ and $\overline{\mathcal{N}}_{\text{dir}}$ are satisfiable.

**Example 7.1 (RCC8 and DIR49).** Take $V = \{v_1, v_2, v_3\}$, $\mathcal{N}_{\text{top}}^3 = \{v_{ij} \theta v_{ij}\}_{i,j=1}^3$ and $\mathcal{N}_{\text{dir}}^3 = \{v_i \delta v_j\}_{i,j=1}^3$ are, respectively, the following two networks. (see Figure 9)

- $\theta_{12} = \text{NTPP } \cup \text{ PO}$, $\theta_{23} = \text{TPP } \cup \text{ NTPP}^-$, $\theta_{13} = \text{DC } \cup \text{ NTPP}$;
\[ \delta_{12} = b \otimes (sdf) \cup eq \otimes eq, \quad \delta_{23} = bi \otimes (sdf)^\sim \cup eq \otimes eq, \quad \delta_{13} = (sdf) \otimes (sdf) \cup eq \otimes eq. \]

By computing \( \bar{\delta}_{ij} = \theta_{ij} | \delta_{ij} | \) and \( \bar{\delta}_{ij} = \delta_{ij} | \theta_{ij} | \), we obtain \( N_{top}^3 = \{ v_i \bar{\delta}_{ij} v_j \}_{i,j=1}^3 \) and \( N_{dir}^3 = \{ v_i \bar{\delta}_{ij} v_j \}_{i,j=1}^3 \) as follows.

- \( \bar{\delta}_{12} = PO, \bar{\delta}_{23} = TPP, \bar{\delta}_{13} = DC \cup NTPP; \)
- \( \bar{\delta}_{12} = eq \otimes eq, \bar{\delta}_{23} = eq \otimes eq, \bar{\delta}_{13} = (sdf) \otimes (sdf) \cup eq \otimes eq. \)

It is easy to see that \( N_{top}^3 \) is path-consistent, and both \( N_{top}^3 \) and \( N_{dir}^3 \) are satisfiable. But \( N_{top}^3 \cup N_{dir}^3 \) is unsatisfiable. This is because, by applying PCA (separately) to these two networks, we refine \( \bar{\delta}_{13} = DC \cup NTPP \) to NTPP, and refine \( \bar{\delta}_{23} = (sdf) \otimes (sdf) \cup eq \otimes eq \) to \( eq \otimes eq \). But \( NTPP \cap eq \otimes eq = \emptyset \).

7.2. Beyond DIR49

So far, we have provided a complete method for deciding if a joint network of RCC8 and DIR49 constraints is satisfiable. But Figures 5 and 6 also show that we have no complete method to decide if a joint network of basic RCC8 and ERA constraints is satisfiable. In this subsection, however, we show that our results for DIR49 can also be exploited to provide approximate solutions to joint networks of RCC8 and ERA constraints.

Let \( N_{top} \cup N_{dir} = \{ v_i \bar{\delta}_{ij} v_j \}_{i,j=1}^n \cup \{ v_i \delta_{ij} v_j \}_{i,j=1}^n \) be a joint network of RCC8 and ERA constraints. Having no complete method for determining if the joint network is satisfiable, we generalize each ERA constraint \( \delta_{ij} \) to a DIR49 constraint \( \tilde{\delta}_{ij} \), which is the smallest DIR49 relation containing \( \delta_{ij} \). We call \( \tilde{\delta}_{ij} \) the generalization of \( \delta_{ij} \) in DIR49. Write

\[ \tilde{N}_{dir} = \{ v_i \tilde{\delta}_{ij} v_j \}_{i,j=1}^n. \]  

We call \( \tilde{N}_{dir} \) the generalization of \( N_{dir} \) in DIR49, and call \( N_{top} \cup \tilde{N}_{dir} \) the generalized joint network. It is clear that a solution to \( N_{top} \cup \tilde{N}_{dir} \) is also a solution to the generalized joint network.

**Lemma 7.1.** A joint network of RCC8 and ERA constraints is satisfiable only if its generalized joint network is.
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In other words, if the generalized joint network is not satisfiable, neither is the original one. So our separation theorems for DIR49 also provide a partial (though not complete) method for determining if a joint network of RCC8 and ERA constraints is satisfiable.

It is possible that the generalized joint network $\mathcal{N}_{top} \uplus \mathcal{N}_{dir}$ is satisfiable, but $\mathcal{N}_{top} \uplus \mathcal{N}_{dir}$ itself is not. Even for this case, it is still possible to get an approximate solution to $\mathcal{N}_{dir}$.

Note that the general joint satisfaction problem (JSP) over RCC8 and ERA can be reduced to the special JSP over basic constraints by backtracking.

We only consider the case when both $\mathcal{N}_{top}$ and $\mathcal{N}_{dir}$ are basic networks. In the remainder of this subsection, we assume that

- $\mathcal{N}_{top} \uplus \mathcal{N}_{dir}$ is bi-closed and both $\mathcal{N}_{top}$ and $\mathcal{N}_{dir}$ are satisfiable;
- the generalized joint network $\mathcal{N}_{top} \uplus \mathcal{N}_{dir}$ is satisfiable.

Suppose the basic ERA network $\mathcal{N}_{dir} = \{v_i \beta_{ij}^x \otimes \beta_{ij}^y v_j\}_{i,j=1}^n$. We assert that there is a solution of $\mathcal{N}_{top}$ that is almost a solution of $\mathcal{N}_{dir}$ in the sense that will become clear soon.

We introduce a mapping $\tau : E_{int} \rightarrow \{b, o, d, eq, di, oi, bi\}$ as follows:

$$\tau(\lambda) = \begin{cases} 
  o, & \text{if } \lambda \in \{m, o\}; \\
  d, & \text{if } \lambda \in \{s, f, d\} \\
  di, & \text{if } \lambda \in \{si, fi, di\} \\
  oi, & \text{if } \lambda \in \{mi, oi\} \\
  \lambda, & \text{otherwise}
\end{cases}$$

We call $\tau(\lambda)$ the $\tau$-version of $\lambda$. Each basic interval relation has a unique $\tau$-version.

Write

$$\mathcal{N}_s = \{v_1 \tau(\beta_{ij}^x) \otimes \tau(\beta_{ij}^y) v_j\}_{i,j=1}^n.$$  \hspace{1cm} (25)

Since $\mathcal{N}_{dir} = \{v_i \beta_{ij}^x \otimes \beta_{ij}^y v_j\}_{i,j=1}^n$ is satisfiable, by Lemma A.2 of Appendix B, we know $\mathcal{N}_s$ is also satisfiable. We assert that any rectangle solution $\{r_i\}_{i=1}^n$ of $\mathcal{N}_s$ is compatible with the basic RCC8 network $\mathcal{N}_{top}$.

**Lemma 7.2.** Suppose $\{r_i\}_{i=1}^n$ is a rectangle solution of $\mathcal{N}_s$. Then $\{r_i\}_{i=1}^n$ is compatible with $\mathcal{N}_{top}$. 

---
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Figure 10: Illustrations of ε-instances of the IA relation meets, where the leftmost is an instance of meets, the middle and the right pairs are instances of overlaps, but the middle is more like an instance of meets than the right.

Proof. Since \( \mathcal{N}_s = \{ v_i \tau(\beta_{ij}^x) \otimes \tau(\beta_{ij}^y) v_j \}_{i,j=1}^n \) and \( \tau(\beta_{ij}^x), \tau(\beta_{ij}^y) \in \{ b, o, d, eq, di, oi, bi \} \), the intersection of two rectangles \( r_i \) and \( r_j \) is either empty or a rectangle. It is then straightforward to show that \( \{ r_i \}_{i=1}^n \) is compatible with \( \mathcal{N}_{top} \). For example, if \( \theta_{ij} \neq \text{DC} \), then by Lemma 5.2, ERA(\( \theta_{ij} \)) contains no MDC relation. Since \( \mathcal{N}_{top} \otimes \mathcal{N}_{dir} \) is bi-closed, we know \( \delta_{ij} \subseteq \text{ERA}(\theta_{ij}) \). This implies that \( \delta_{ij} = \beta_{ij}^x \otimes \beta_{ij}^y \) contains no MDC relation. By Figure 7, this is possible if and only if \( \beta_{ij}^x, \beta_{ij}^y \notin \{ b, bi \} \). Moreover, by the definition of the \( \tau \)-version of an IA relation, we know \( \tau(\beta_{ij}^x), \tau(\beta_{ij}^y) \notin \{ b, bi \} \). By Figure 7 again, \( \tau(\beta_{ij}^x) \otimes \tau(\beta_{ij}^y) \) is not an MDC relation, i.e. \( r_i \cap r_j \neq \emptyset \). Therefore, \( r_i \cap r_j \) is a rectangle. \( \square \)

As a corollary, we have

**Theorem 7.1.** \( \mathcal{N}_{top} \) has a solution \( \{ a_i \}_{i=1}^n \) which is also a solution of \( \mathcal{N}_s \) and \( \mathcal{N}_{dir} \).

**Proof.** Suppose \( \{ r_i \}_{i=1}^n \) is a rectangle solution of \( \mathcal{N}_s \). By Theorem 6.2 we have a solution \( \{ a_i \}_{i=1}^n \) of \( \mathcal{N}_{top} \) such that \( \text{MBR}(a_i) = r_i \) for each \( i \). By the definition of the ERA relations and the assumption that \( \langle r_i, r_j \rangle \in \tau(\beta_{ij}^x) \otimes \tau(\beta_{ij}^y) \), we know \( \{ a_i, a_j \} \) is also an instance of the ERA relation \( \tau(\beta_{ij}^x) \otimes \tau(\beta_{ij}^y) \). This shows that \( \{ a_i \}_{i=1}^n \) is also a solution of \( \mathcal{N}_s \). Moreover, since \( \mathcal{N}_s \) is a scenario of \( \mathcal{N}_{dir} \), we know \( \{ a_i \}_{i=1}^n \) is also a solution of \( \mathcal{N}_{dir} \). \( \square \)

Although a solution of \( \mathcal{N}_s \) is usually not a solution of \( \mathcal{N}_{dir} \), we can find a solution of \( \mathcal{N}_s \) that is almost a solution of \( \mathcal{N}_{dir} \). The idea is to approximate a relation \( \beta^x \otimes \beta^y \) by its \( \tau \)-version \( \tau(\beta^x) \otimes \tau(\beta^y) \). Take \( \text{m} \otimes \text{m} \) for example. Although an instance of \( o \otimes o = \tau(\text{m}) \otimes \tau(\text{m}) \) does not belong to \( \text{m} \otimes \text{m} \), if \( r_i \cap r_j \) is very small when compared with \( r_i \) and \( r_j \), then it is reasonable to say that \( \langle r_i, r_j \rangle \) is almost an instance of \( \text{m} \otimes \text{m} \).

We formalize this idea by introducing the notion of an ε-instance for interval and rectangle relations (cf. Figure 10). To this end, we introduce a measure of the likeliness of an α instance to be a \( \tau(\alpha) \) instance, where \( \alpha \) is a basic IA relation.

**Definition 7.1.** For a basic IA relation \( \alpha \), and an instance \( \langle I, J \rangle \) of \( \tau(\alpha) \), we define \( \chi_\alpha(I, J) \) as follows, where we assume \( I = [u^-, u^+] \), \( J = [v^-, v^+] \):
• If $\alpha = m$, then $\tau(\alpha) = 0$. By $(I, J) \in o$, we know $u^- < v^- < u^+ < v^+$. Define $\chi_m(I, J) = \frac{(u^+ - v^-)}{\min\{u^+ - u^-, v^+ - v^\}}$.

• If $\alpha = s$, then $\tau(\alpha) = d$. By $(I, J) \in d$, we know $v^- < u^- < u^+ < v^+$. Define $\chi_s(I, J) = \frac{(u^- - v^-)}{(u^+ - u^-)}$.

• If $\alpha = f$, then $\tau(\alpha) = d$. By $(I, J) \in d$, we know $v^- < u^- < u^+ < v^+$. Define $\chi_f(I, J) = \frac{(u^+ - u^-)}{(u^+ - u^-)}$.

• If $\alpha \in \{mi, si, fi\}$, then define $\chi_\alpha(I, J) = \chi_{\alpha^-}(J, I)$, where $\alpha^-$ is the converse of $\alpha$.

• If $\alpha \in \{b, o, d, eq, di, oi, bi\}$, then $\tau(\alpha) = \alpha$.
Define $\chi_\alpha(I, J) = 0$.

Note that as $\chi_\alpha(I, J)$ tends to zero, then the more the instance $(I, J)$ appears to be an instance of $\alpha$. Using this measure, we next define the $\varepsilon$-instance of a basic interval relation $\alpha$.

**Definition 7.2 (\varepsilon-instances).** For a basic interval relation $\alpha$, and an instance $(I, J)$ of $\tau(\alpha)$, we say $(I, J)$ is an $\varepsilon$-instance of $\alpha$ if $\chi_\alpha(I, J) < \varepsilon$. For a basic rectangle relation $\beta^x \otimes \beta^y$, we say an instance $(I_1 \times I_2, J_1 \times J_2)$ of $\tau(\beta^x) \otimes \tau(\beta^y)$ is an $\varepsilon$-instance of $\beta^x \otimes \beta^y$ if $(I_1, J_1)$ and $(I_2, J_2)$ are, respectively, $\varepsilon$-instances of $\beta^x$ and $\beta^y$.

The next lemma then shows that $\mathcal{N}_s = \{v_i \tau(\beta^x_{ij}) \otimes \tau(\beta^y_{ij})v_j\}_{i,j=1}^n$ has a rectangle solution which is almost a solution of $\mathcal{N}_{dir} = \{v_i \beta^x_{ij} \otimes \beta^y_{ij}v_j\}_{i,j=1}^n$. Note that we assume $\mathcal{N}_{dir}$ is satisfiable.

**Lemma 7.3.** For any $\varepsilon > 0$, $\mathcal{N}_s$ has a rectangle solution $\{r_i\}_{i=1}^n$ such that $(r_i, r_j)$ is an $\varepsilon$-instance of $\beta^x_{ij} \otimes \beta^y_{ij}$ for all $i, j$.

**Proof.** We need only to prove that $\mathcal{N}_s^\varepsilon = \{v_i \tau(\beta^x_{ij})v_j\}_{i,j=1}^n (\mathcal{N}_s^\varepsilon = \{v_i \tau(\beta^y_{ij})v_j\}_{i,j=1}^n$, resp.) has an interval solution $\{I_i^*\}_{i=1}^n (\{J_i^*\}_{i=1}^n$, resp.) such that $(I_i^*, J_i^*) (\{I_i^*, J_i^*\}$, resp.) is an $\varepsilon$-instance of $\beta^x_{ij} (\beta^y_{ij}$, resp.). Take $\mathcal{N}_s^\varepsilon$ as an example. Without loss of generality, we assume $\beta^x_{ij} \neq eq$ for $i \neq j$.

Suppose $\{I_i = [s_{2i-1}, s_{2i}]\}_{i=1}^n$ is a solution to a basic interval network $\mathcal{N} = \{v_i \lambda_{ij}v_j\}_{i,j=1}^n$. We first prove that $\mathcal{N}$ has a solution $\{I_i^*\}_{i=1}^n$ that is canonical [44] in the following sense:

• an endpoint of each interval $I_i^*$ is an integer between 0 and $2n - 1$.
• if $k \geq 1$ is an endpoint of some interval, then $k - 1$ is also an endpoint.

Each satisfiable basic interval network has a unique canonical solution.

Write $M = \{s_k\}_{k=1}^{2n}$ for the set of endpoints of all $I_i$. For $s \in M$, define its level $l(s)$ as follows:

• $l(s) = 0$ if for any $t \in M$, $s \leq t$;

• $l(s) = k + 1$ if for any $t \in M$, $t < s$ only if $l(t) \leq k$.

It is straightforward to see that $l : M \rightarrow \{0, 1, \ldots, 2n - 1\}$ is an order isomorphism, i.e. $l(s) \leq l(t)$ if and only if $s \leq t$. Set $I^*_i = [l(s_{2i-1}), l(s_{2i})]$. It is also straightforward to show that $\{I^*_i\}_{i=1}^n$ is the canonical solution of $\mathcal{N}$.

Now we return to $\mathcal{N}^*_e = \{v_j \tau(\beta^e_{ij}) v_j\}_{i,j=1}^n$. Suppose $\{I_i = [s_{2i-1}, s_{2i}]\}_{i=1}^n$ is a canonical solution of $\mathcal{N}^*_e$ and suppose $\{I'_i = [t_{2i-1}, t_{2i}]\}_{i=1}^n$ is a canonical solution of $\mathcal{N}^*_e = \{v_j \beta^e_{ij} v_j\}_{i,j=1}^n$. Write $M = \{s_k\}_{k=1}^{2n}$ and $M' = \{t_k\}_{k=1}^{2n}$. Since $\tau(\beta^e_{ij}) \in \{b, o, d, o, d, b\}$ for all $i \neq j$, we know $M = \{1, 2, \ldots, 2n\}$ and $s_k \neq s_p$ for any $k \neq p$.

For each $1 \leq k \leq 2n$, define $f(s_k) = t_k + \frac{\alpha k}{4n} \varepsilon$, where $0 < \varepsilon < 1$. Then $f : \{s_k\}_{k=1}^n \rightarrow \{f(s_k)\}_{k=1}^n$ is an order isomorphism, i.e. $f(s_k) \leq f(s_p)$ if and only if $s_k \leq s_p$. We first note that $s_k \leq s_p$ implies $t_k \leq t_p$. If $s_k \leq s_p$, then $f(s_k) = t_k + \frac{\alpha k}{4n} \varepsilon \leq t_p + \frac{\alpha p}{4n} \varepsilon = f(s_p)$. On the other hand, if $s_k > s_p$, then $t_k \geq t_p$ and $f(s_k) = t_k + \frac{\alpha k}{4n} \varepsilon > t_p + \frac{\alpha p}{4n} \varepsilon = f(s_p)$.

Set $I^*_i = [f(s_{2i-1}), f(s_{2i})]$. Then $\{I^*_i\}_{i=1}^n$ is also a solution to $\mathcal{N}^*_e$. Moreover, we can show that $\chi(\alpha, I^*_i, I^*_j) < \varepsilon$ for any $i, j$, where $\alpha = \beta^e_{ij}$. Take $\alpha = \varepsilon$ as an example. In this case, we have $\{I_i, I_j\} \in d$, and $\{I'_i, I'_j\} \in s$. In terms of endpoints, we have $s_{2j-1} < s_{2i} < s_{2j}$ and $t_{2j-1} < t_{2i} < t_{2j}$.

Since $f(s_{2i} - f(s_{2j-1}) = t_{2i-1} + \frac{\alpha i}{4n} \varepsilon - t_{2j-1} - \frac{\alpha j}{4n} \varepsilon = \frac{t_{2i-1} - s_{2j}}{4n} \varepsilon < \varepsilon/2$, and $f(s_{2j}) - f(s_{2i-1}) = t_{2i-1} + \frac{\alpha i}{4n} \varepsilon - t_{2i-1} + \frac{\alpha j}{4n} \varepsilon = (t_{2i-1} - t_{2i-1}) + \frac{\alpha i - \alpha j}{4n} \varepsilon \geq 1$, we know $\chi(\alpha, I^*_i, I^*_j) < \varepsilon$. This means $\{I^*_i, I^*_j\}$ is an $\varepsilon$-instance of $s = \beta^e_{ij}$. In this way, for any $i, j$, we can show $(I^*_i, I^*_j)$ is an $\varepsilon$-instance of $\beta^e_{ij}$.

This lemma shows that $\mathcal{N}_e$ has a solution that is almost a solution of $\mathcal{N}_{dir}$. By Lemma 7.2 and Theorem 6.2, the following theorem is immediate.

**Theorem 7.2.** Suppose $\mathcal{N}_{top} \oplus \mathcal{N}_{dir}$ is a bipath-consistent joint network of basic RCC8 and ERA constraints. If the generalized joint network $\mathcal{N}_{top} \oplus \mathcal{N}_{dir}$ is satisfiable, then for any $\varepsilon > 0$, $\mathcal{N}_{top} \oplus \mathcal{N}_{dir}$ has a solution $\{a_i\}_{i=1}^n$ such that $(MBR(a_i), MBR(a_j))$ is an $\varepsilon$-instance of $\beta^e_{ij} \otimes \beta^e_{ij}$ for all $i, j$.  
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Figure 11: A solution \( \{c_1, c_2, c_3\} \) of \( \mathcal{N}^1_{\text{top}} \) that is also a 1/2-solution of \( \mathcal{N}^1_{\text{dir}} \) of Example 4.1. Note that \( c_1 \) and \( c_3 \) can be shrunk in the direction of the arrows, whilst simultaneously extending \( c_2 \), getting better \( 1/n \)-solutions for \( n > 2 \). In the limit, though no exact solution can be obtained as already explained in the discussion of Example 4.1.

The same conclusion also holds if constraints in \( \mathcal{N}_{\text{top}} \) are all taken from the maximal tractable subclass \( \mathcal{H}_8 \) of RCC8. In general, the joint satisfaction problem can be approximately determined by backtracking over \( \mathcal{H}_8 \) and \( \mathcal{B}_{\text{rec}} \).

**Example 7.2.** Consider the bipath-consistent joint network \( \mathcal{N}^1_{\text{top}} \cup \mathcal{N}^1_{\text{dir}} \), illustrated in Figure 5. As we have shown in Example 4.1, this network is inconsistent. We next show this joint network satisfies the condition of Theorem 7.2 and hence its generalized network \( \mathcal{N}^1_{\text{top}} \cup \tilde{\mathcal{N}}^1_{\text{dir}} \) has a solution \( \{c_1, c_2, c_3\} \) such that \( \{\text{MBR}(c_1), \text{MBR}(c_2), \text{MBR}(c_3)\} \) is an \( \varepsilon \)-instance of \( \mathcal{N}^1_{\text{dir}} \), for any predefined \( \varepsilon > 0 \), where \( \tilde{\mathcal{N}}^1_{\text{dir}} \) is as defined in Eq. 24. We first note that \( \tilde{\mathcal{N}}^1_{\text{dir}} = \{v_1(\text{mo}) \otimes (\text{mo})v_2, v_1(\text{mo}) \otimes (\text{mo})v_3, v_2(eq \otimes eq)v_3\} \) and \( \mathcal{N}^1_s = \{v_1 \bowtie o v_2, v_1 \bowtie o v_3, v_2 eq \otimes eq v_3\} \) (see Eq. 25 for the definition of \( \mathcal{N}_s \)). Take \( \varepsilon = 1/2 \) for illustration. Let \( m_1 = [0, 4] \times [0, 4] \) and \( m_2 = m_3 = [2, 6] \times [2, 6] \). Then \( \{m_1, m_2, m_3\} \) is a solution of \( \tilde{\mathcal{N}}^1_{\text{dir}} \) and \( \mathcal{N}^1_s \), and a 1/2-solution of \( \mathcal{N}^1_{\text{dir}} \). Figure 11 illustrates a solution \( \{c_1, c_2, c_3\} \) of \( \mathcal{N}^1_{\text{top}} \) that is also a 1/2-solution of \( \mathcal{N}^1_{\text{dir}} \).

**8. Related Work**

Although most early work on qualitative spatial reasoning focused on single aspect of spatial relations, there are several works which deal with representation and reasoning about combined spatial information.
Hernández [17, 18] developed formalisms combining orientation information with topological relation or qualitative distance. Nabil et al. [29] proposed a unified representation of topological and directional relationships, based on Allen's Interval Algebra [1] and Chang's 2D string symbolical representation of pictures [3]. A similar work is also reported in Huang and Lee [19], where the authors proposed a formalism for encoding topological and directional information in a picture. We note that the direction relations defined there are exactly the same as those defined by Goyal and Egenhofer [15]. The formalism proposed in the conference version of this paper [23] has been incorporated in the investigation of description logics with spatial operators [11].

The reasoning aspect of the combination of multiple kinds of spatial information has also been investigated by several researchers. Sharma [38] systematically studied inference problems concerning the derivation of the topological or directional relationship by given two relationships of the same or different type. An example is as follows. Suppose a is a proper part of b and b is north of c. Then what kind of topological or directional relationship could hold for a and c? Reasoning problems like this correspond to the joint satisfaction problems which involve at most three variables.

As a comparison, Sistla et al. [40, 39] considered joint satisfaction problems which involve arbitrary number of variables but are over a limited set of spatial relations. They considered connected objects in the three-dimensional space, and defined a set of part-whole relations (disjoint, in, overlap) and a set of three-dimensional cardinal directions (left of, right of, above, below, in-front-of, behind). Sistla et al. proposed a sound and complete rule-based system for determining if an arbitrary set of such constraints is satisfiable as connected objects in three-dimensional space, where several constraints concerning the same pair of variables may appear at the same time. As for two-dimensional space, they showed that the rule-based system is incomplete for connected plane regions. But it is straightforward to show that the rule-based system is complete when instantiations are taken from the universe of bounded (connected or disconnected) plane regions.

Write \( T \) for the set of part-whole relations disjoint, in, overlap, and write \( D \) for the set of cardinal directions left of, right of, above, below. Clearly, \( T \) is a subset of RCC5 (hence of RCC8), and \( D \) is a subset of DIR9 (hence of the ERA). Write \( \hat{T} \) (\( \hat{D} \), resp.) for the smallest subclass of RCC8 (the ERA, resp.) containing \( T \) (\( D \), resp.) which is closed under converse and intersection. Then, the contribution of Sistla et al. can be rephrased as providing a complete method for determining the JSPs over \( \hat{T} \) and \( \hat{D} \).
Compared with $\tilde{\mathcal{H}}_8$ and DIR49, this constraint language is very small. More important, the topological part ($\tilde{T}$) makes no further topological distinction between, e.g. *tangential proper part* (TPP) and *non-tangential proper part* (NTPP); and the directional part ($\tilde{D}$) does not support negation and disjunction of constraints, i.e. constraints such as *not left of* and *either right of or above* are not allowed in their constraint language.

Another attempt to combining topological and directional information was reported in [21], where the author introduced a hybrid calculus that combines DIR9 with RCC5. A preliminary result was obtained, which asserts that the satisfaction problem of basic networks in the hybrid calculus can be decided in polynomial time. This is equivalent to say that the joint satisfaction problem of basic RCC5 and DIR9 networks can be decided in polynomial time. The work reported in the current paper is more general.

The BIPATH-CONSISTENCY algorithm was first introduced by Gerevini and Renz [13], where they discussed the combination of topological and relative size information, and proved that BIPATH-CONSISTENCY is complete for the JSPs over any maximal tractable subclass of RCC8 and the qualitative size calculus QS. In this paper we gave a characterization of bipath-consistency in terms of bi-closure and path-consistency, and hence generalized the algorithm to cope with two arbitrary qualitative calculi.

### 9. Conclusion and Future Work

In this paper, we have investigated computational complexity of reasoning with the combination of a topological relation calculus (RCC8 Algebra) and a directional relation calculus (Extended Rectangle Algebra ERA). We first showed by examples that BIPATH-CONSISTENCY is incomplete for solving the JSP over even basic RCC8 and ERA constraints topological constraints from directional constraints as one key problem for solving the joint satisfaction problem over RCC8 and ERA, and then proved that for two maximal tractable subclasses of RCC8 ($\tilde{\mathcal{H}}_8$ or $\mathcal{Q}_8$) and a subalgebra of the ERA (DIR49) BIPATH-CONSISTENCY separates topological constraints in polynomial time from directional constraints. Therefore, the joint satisfaction problem of a network of constraints over $\tilde{\mathcal{H}}_8$ (or $\mathcal{Q}_8$) and DIR49 can be reduced in polynomial time to two simple satisfaction problems in RCC8 and ERA.

The fact that $\tilde{\mathcal{H}}_8$ (or $\mathcal{Q}_8$) is separable from DIR49 implicitly suggests that the interaction between RCC8 and DIR49 is weak. Naturally, if the interaction between two calculi is very strong, then it will be hopeless to get a clear separation.
between them. Moreover, just like the interaction between the qualitative size calculus and RCC8 [13], DIR49 relations interact with RCC5 more than RCC8.\footnote{One exception is the rule that $\alpha NTP\beta$ implies $(MBR(\alpha), MBR(\beta)) \in d \otimes d.$} This is because we often ignore the boundary of regions in DIR49.

For our purposes this weakness is a not serious problem. Particularly, for RCC8 and ERA, we take the view that "topology matters, metric refines [9]." For a satisfiable joint network of basic RCC8 and ERA constraints, we can always find an instantiation that satisfies all topological constraints and almost satisfies all directional constraints. We believe this is good enough for most practical applications.

Although BIPATH-CONSISTENCY is incomplete for the JSP of RCC8 and ERA, this does not mean that reasoning with RCC8 and ERA is undecidable. Recently, Liu et al. [28] proved that the JSP for basic RCC8 constraints and basic ERA constraints is still tractable. More work is needed in this direction to discover larger tractable subclasses.

Another possible weakness of this paper lies in the use of rectangle relations to approximate direction between two arbitrarily shaped regions. This is over simplistic for many real-world applications. The cardinal direction calculus (CDC) of Goyal and Egenhofer [15] is a very expressive spatial language for directions, and its computational complexity has just been investigated very recently [41, 44]. For basic RCC8 constraints and basic CDC constraints, Liu et al. [28] proved that the joint satisfaction problem is already NP-Complete. Therefore, approximative but efficient methods similar to the one proposed in Section 7.2 of this paper will be very useful to cope with combined RCC8 and CDC constraints.

Since BIPATH-CONSISTENCY separates (to a certain extent) topological information from both directional (DIR49) and qualitative size information, it is natural to extend the results obtained here and that in [13] to cope with the combination of relations in the three calculi RCC8, ERA, and QS. We remark that such a combination is straightforward since there is no direct interaction between ERA and QS constraints.
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A. Proof of Theorem 6.1

Recall $\tau : B_{int} \rightarrow \{b, o, d, eq, di, oi, bi\}$ is defined as follows:

$$
\begin{align*}
\hat{b} &= b, \quad \hat{m} = \hat{o} = o, \quad \hat{s} = \hat{d} = \hat{f} = d, \quad \hat{eq} = eq, \\
\hat{si} &= \hat{di} = \hat{fi} = di, \quad \hat{mi} = \hat{oi} = oi, \quad \hat{bi} = bi
\end{align*}
$$

(26)

where for convenience we write $\hat{\beta}$ for $\tau(\beta)$, the $\tau$-version of $\beta$. For a basic IA network $N = \{x_i \lambda x_j\}_{1 \leq i, j \leq n}$, write $\hat{N}$ for the basic IA network $\{x_i \hat{\lambda} x_j\}_{i, j=1}^n$, called the $\tau$-version of $N$. Then we have the following interesting result.

**Lemma A.1.** A basic IA network $N$ is satisfiable only if its $\tau$-version $\hat{N}$ is.

**Proof.** If $N$ involves only three variables (a triangle), the proof is straightforward. So each sub-network of $\hat{N}$ involving three variables are satisfiable. In general, recall that a basic IA network is satisfiable if and only if it is path-consistent. This implies that each triangle in $\hat{N}$ is path-consistent. By definition of path-consistency, the whole network is path-consistent, hence satisfiable.

For a basic rectangle relation $\delta = \alpha \otimes \beta$ we call $\hat{\alpha} \otimes \hat{\beta}$ the $\tau$-version of $\delta$, denoted by $\delta^\tau$. For example, the $\tau$-version of $eq \otimes s$ is $eq \otimes d$.

**Lemma A.2.** A basic RA network is consistent only if its $\tau$-version is.

The definition of $\tau$-version can be extended to non-basic relations in a natural way. Let $\alpha$ be an IA or RA (non-basic) relation, the $\tau$-version of $\alpha$, denoted by $\hat{\alpha}$, is defined as

$$
\hat{\alpha} = \bigcup \{\hat{\beta} : \beta \text{ is a basic relation and } \beta \subseteq \alpha\}.
$$

The $\tau$-version of an IA or RA network is defined similarly.

**Lemma A.3.** An IA or RA network is satisfiable only if its $\tau$-version is.

For an IA or RA relation $\alpha$, we say $\alpha$ is $\tau$-closed if it contains its $\tau$-version, i.e. $\hat{\alpha} \subseteq \alpha$. Similarly, an IA or RA network is $\tau$-closed if all its constraints are $\tau$-closed.

The following lemmas are easy to check.
Lemma A.4. For an RCC8 relation \( \theta \), ERA(\( \theta \)) is \( \tau \)-closed, where ERA(\( \theta \)) is the smallest ERA relation which contains \( \theta \).

Lemma A.5. Each DIR49 relation is \( \tau \)-closed.

Since the intersection of two \( \tau \)-closed relations is also \( \tau \)-closed, by the above lemmas we have

Lemma A.6. For an RCC8 relation \( \theta \) and a DIR49 relation \( \delta \), \( \delta[\theta] \) is \( \tau \)-closed, where \( \delta[\theta] = \delta \cap \text{ERA}(\theta) \).

The next theorem follows directly from Lemma A.3.

Theorem A.1. Let \( N = \{v_i \delta_{ij} v_j\}_{i,j=1}^n \) be a \( \tau \)-closed RA network. If \( N \) is satisfiable, then it has a satisfiable scenario \( N^* = \{v_i \delta^*_{ij} v_j\}_{i,j=1}^n \) such that each \( \delta^*_{ij} \) has the form \( \lambda^x_{ij} \otimes \lambda^y_{ij} \), where \( \lambda^x_{ij}, \lambda^y_{ij} \in \{B, O, D, Eq, Di, Oi, Bi\} \).

Proof. By Lemma A.3, the \( \tau \)-version of \( N \) is also satisfiable. This implies it has a satisfiable scenario \( N^* \) which satisfies the above condition.

Recall that an RA network is satisfiable if and only if its corresponding ERA network is (see Lemma 3.1). As a corollary of Theorem A.1 and Lemma A.6, we have

Theorem A.2 (Theorem 6.1). Let \( N_{\text{top}} \) be an RCC8 network, and let \( N_{\text{dir}} \) be a DIR49 network. Suppose \( N_{\text{dir}} \) is satisfiable. Then \( N_{\text{dir}} \) has a satisfiable scenario \( N^*_{\text{dir}} = \{v_i \delta^*_{ij} v_j\}_{i,j=1}^n \) such that each \( \delta^*_{ij} \) has the form \( \lambda^x_{ij} \otimes \lambda^y_{ij} \), where \( \lambda^x_{ij}, \lambda^y_{ij} \in \{B, O, D, Eq, Di, Oi, Bi\} \).

Proof. Because \( N_{\text{dir}} \) is \( \tau \)-closed, the conclusion follows directly from Theorem A.1.

B. Proof of Theorem 6.2

Theorem B.1 (Theorem 6.2). Let \( N_{\text{top}} = \{v_i \theta_{ij} v_j\}_{i,j=1}^n \) be a satisfiable RCC8 basic network. Suppose \( \{r_i\}_{i=1}^n \) is a collection of rectangles that are compatible with \( N_{\text{top}} \). Then we have a solution \( \{a^*_i\}_{i=1}^n \) of \( N_{\text{top}} \) such that each \( a^*_i \) is a bounded region and \( \text{MBR}(a^*_i) = r_i \) for any \( 1 \leq i \leq n \).

Proof. The proof is similar to that given for RCC8 (cf. [33, 22, 24]). First, we define \( l(i) \), the ntpp-level of \( v_i \), inductively as follows:
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\[ l(i) = 1 \text{ if there is no } j \text{ such that } \theta_{ji} = \text{NTPP}; \]

\[ l(i) = k + 1 \text{ if there is a variable } v_j \text{ such that (a) } l(j) = k \text{ and } \theta_{ji} = \text{NTPP}; \]

and (b) \( \theta_{mi} = \text{NTPP} \) implies \( l(m) \leq k \) for any variable \( v_m \).

For each rectangle \( r_i \), we write \( e_{il} \) (\( E_{il} \), resp.) (\( l = 1, 2, 3, 4 \)) for the four edge (corner points, resp.) of \( r_i \). Moreover, for each edge \( e_{il} \), we choose \( n \) points \( P_{il}^j \) (\( 1 \leq j \leq n \)) such that

- if \( i \neq i' \) or \( j \neq j' \) or \( l \neq l' \), then \( P_{il}^j \) and \( P_{il'}^{j'} \) are distinct;

- no \( P_{il}^j \) is a corner point of any rectangle \( r_k \).

Furthermore, for \( i \neq j \), if \( \theta_{ij} \) is EC or PO, we choose two new points \( Q_{ij} \) and \( Q_{ji} \) in the interior of \( r_i \cap r_j \) such that \( Q_{ij} \) and \( Q_{ji} \) are not in any edge of any rectangle \( r_k \). Set \( N \) to be the set of all these points \( E_{il}, P_{il}^j, Q_{ij} \), and set \( \delta_1 > 0 \) to be the smallest distance between two points in \( N \).

For a point \( P \) in \( N \), and an edge \( e_{il} \) of a rectangle \( r_i \), if \( P \) is not in \( e_{il} \), then
\[ d(P, e_{il}) \equiv \min\{d(P, P') : P' \in e_{il}\} \text{, the distance from } P \text{ to } e_{il}, \text{ is nonzero.} \]
Therefore the distance from any point \( P \) in \( N \) to any edge \( e_{il} \) with \( P \not\in e_{il} \) is bigger than a positive real number, say \( \delta_2 \).

Choose \( \delta > 0 \) smaller than both \( \delta_1 \) and \( \delta_2 \). For each point \( P \) in \( N \), construct a system of concentric disks \( \{p^{(1)} \cdots, p^{(n)}\} \) as in Figure 12, where \( p^{(i)} \) is a disk centered at \( P \) with radius \( r_i \) such that \( 0 < r_1 < r_2 < \cdots < r_n < \delta/4 \). If \( \theta_{ij} = \text{EC} \) and \( P = Q_{ij} \), then write \( q_{ij}^{-} \) and \( q_{ij}^{+} \) for the left and right halves of the disk \( q_{ij}^{(1)} \).

Now we construct \( n \) bounded regions \( \{a_{i}^{*}\}_{i=1}^{n} \) as follows.

- \( a_i = r_i \cap \bigcup_{k=1}^{4} p_{il}^{(k)} \);

- \( a_i' = a_i \cup \bigcup \{q_{ij}^{-} \cup q_{ji}^{+} : \theta_{ij} = \text{EC}\} \cup \bigcup \{q_{ij}^{\{1\}} \cup q_{ji}^{\{1\}} : \theta_{ij} = \text{PO}\} \);

- \( a_i'' = a_i' \cup \{a_k' : \theta_{ki} \text{ is TPP or NTPP}\} \);

- \( a_i^{*} = a_i'' \cup \bigcup \{p^{(l(i))} : P \in N \text{ and } (\exists j)[\theta_{ji} = \text{NTPP} \text{ and } p^{(1)} \cap a_j^{*} \neq \emptyset]\} \).

Then \( \{a_{i}^{*}\}_{i=1}^{n} \) is a solution of \( N_{top} \). Moreover, we have \( r_i = \text{MBR}(a_{i}^{*}) \). \( \square \)
C. Proof of Lemma 6.3

Lemma C.1 (Lemma 6.3). For an RCC8 relation $\theta \in \tilde{\mathcal{H}}_S$ and a DIR49 relation $\delta$, if $\theta[\delta] \neq \emptyset$ and $\delta[\theta] \neq \emptyset$, then $h(\theta) = h(\theta[\delta])$.

Proof. We prove this case by case.

- If $DC \subseteq \theta$, we assert that $DC$ is contained in $RCC(\delta)$, hence in $\theta[\delta] = \theta \cap RCC(\delta)$. This is because, by Lemma 5.3, $DC$ is contained in $RCC(\delta')$ for any basic ERA relation $\delta'$. By definition of $h$ we know $h(\theta[\delta]) = DC$.

- If $DC \cap \theta = \emptyset$ but $EC \subseteq \theta$, we assert that $EC$ is contained in $RCC(\delta)$, hence contained in $\theta[\delta]$. This is because, by Lemma 5.3, $EC$ is contained in each $RCC(\delta')$ for any basic ERA relation $\delta'$ that is not an MDC relation. Moreover, since $\theta[\delta] = \theta \cap RCC(\delta)$ is nonempty, $RCC(\delta) \not\subseteq DC$. This implies that $\delta$ contains a non-MDC basic ERA relation. Therefore $EC \subseteq RCC(\delta)$.

  By definition of $h$ we know $h(\theta[\delta]) = EC$.

- If $(DC \cup EC) \cap \theta = \emptyset$ but $PO \subseteq \theta$, we assert that $PO$ is contained in $RCC(\delta)$, hence contained in $\theta[\delta]$. This is because, by Lemma 5.3, $PO$ is contained in each $RCC(\delta')$ for any basic ERA relation $\delta'$ that is neither an MDC nor an MEC relation. Moreover, since $\theta[\delta] = \theta \cap RCC(\delta)$ is
nonempty, $\text{RCC}(\delta) \not\subseteq \text{DC} \cup \text{EC}$. This implies that $\delta$ contains a basic ERA relation that is neither MDC nor MEC. Therefore $\text{PO} \subseteq \text{RCC}(\delta)$.

By definition of $h$ we know $h(\theta[\delta]) = \text{PO}$.

- If $(\text{DC} \cup \text{EC} \cup \text{PO}) \cap \theta = \emptyset$ but $\text{TPP} \subseteq \theta$, we assert that TPP is contained in $\text{RCC}(\delta)$, hence contained in $\theta[\delta]$. This is because for a basic ERA relation $\delta'$, by Lemma 5.3, TPP is contained in $\text{RCC}(\delta')$ if and only if $\delta'$ is an MTPP or MNTPP or MEQ relation. Since $\theta$ is in $\mathcal{H}_8$, it must be contained in $P$. Furthermore, since $\theta[\delta] = \theta \cap \text{RCC}(\delta)$ is nonempty, $P \cap \text{RCC}(\delta) \neq \emptyset$. This is possible only if $\delta$ contains a basic ERA relation that is either MTPP or MNTPP or MEQ. In each case, we have $\text{TPP} \subseteq \text{RCC}(\delta)$.

By definition of $h$ we know $h(\theta[\delta]) = \text{TPP}$.

- The case when $(\text{DC} \cup \text{EC} \cup \text{PO}) \cap \theta = \emptyset$ but $\text{TPP}^\sim \subseteq \theta$ is similar.

- For all the other cases, we know $\theta$ must be a basic relation. Since $\theta \supseteq \theta[\delta] \neq \emptyset$, we know $\theta[\delta] = \theta$. That is, we also have $h(\theta[\delta]) = h(\theta)$ in this case.

This ends the proof. \qed
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